I. Introduction

Empirical work has found a number of variables that are often associated with future asset price busts, such as credit, the share of residential investment in GDP, and current account balances. Those same variables do reasonably well in explaining the differences across countries in house price rises leading up to the current crisis. Such evidence suggests that if central bankers wish to mitigate damaging asset price boom-bust cycles, they should consider reacting to such variables rather than focusing mainly on inflation and output. However, there are still a number of important questions to be addressed in assessing the appropriate policy responses:

- What are the potential gains from reacting to signs of emerging financial vulnerability?
- Is monetary policy the appropriate tool for reacting to such indicators, or should other policies be used?
- What are the trade-offs between focusing policy on stabilizing output and CPI inflation and attempting to reduce the risk of asset price crashes?

This paper addresses these questions with simulations conducted using a model economy that has some of the key features relevant for examining the potential role of monetary policy in mitigating the effects of asset price booms. It makes the case that putting more emphasis on macrofinancial risk could provide stabilization benefits. The results from the simulations suggest that a stronger monetary reaction to signs of overheating or of a credit or asset price bubble could help counter accelerator mechanisms that push up credit growth and asset prices. In addition, using a macroprudential instrument designed specifically to dampen credit market cycles would also be useful. But expectations should be realistic about what can be achieved with such an approach. In particular, it is often difficult to accurately identify the source of the shock driving observed house price booms. Invariant and rigid policy responses raise the risk of policy errors that could lower, not raise, macroeconomic stability. Hence, discretion would need to be applied to the use of monetary and macroprudential policies in attempting to mitigate macrofinancial risks.

How do these conclusions compare with those from other studies? There is a vast literature on monetary policy and asset prices. The debate persists over whether central banks should react directly to asset prices. Two well-known examples are Bernanke and Gertler (2001), who conclude that there is no role for asset prices in monetary policy rules, and Cecchetti et al.

---

2See, inter alia, Borio and Lowe (2004) and Kannan et al. (2009).

3See IMF (2009).
(2000), who argue that central banks should react to asset prices. Increasingly, the literature suggests gains from including asset prices in monetary policy rules. Gray et al. (2009) find a role for a financial stability indicator in the monetary rule. Two aspects differentiate this paper. First, we distinguish between gains that arise from adding indicators of financial stress such as excessive credit growth to standard but second best monetary policy rules and those from including the same indicators in fully optimized rules. Second, as far as we know, this is the first time the coordination of monetary and macroprudential rules has been formally evaluated using a macroeconomic model of this type.

The paper is structured as follows. Section 2 contains a description of the model and Section 3 a description of the policy regimes evaluated in the simulations. Section 4 summarizes the model’s calibration. The results of simulation experiments are presented in Section 5. In the following section, sensitivity analysis is performed. The final section concludes. An appendix details the linearized conditions for the model.

II. A Model for Analyzing House Price Booms

The model used in this paper has a number of modifications to the standard New Keynesian model (Galí, 2009) with regard to the characterization of households and financial markets, which create a special role for asset prices. Because housing wealth is generally more important for most households than equities, and because house purchases typically require debt financing, we concentrate on the role of housing. First, households make choices about how much to invest in housing, as well as how much to consume in nondurable goods. Housing is an asset that provides services and is the main vehicle for accumulating wealth in this economy. Second, we make a distinction between borrowers and lenders, creating conditions for leverage. Third, the lending rate is modeled as a spread over the policy rate that depends on loan-to-value ratios, the markup charged over funding (policy) rates, and, in some cases discussed below, a macroprudential instrument. Hence, lending rates can change for a number of reasons: for example, a rise in house prices will raise market valuations of borrowers’ collateral, lowering the average loan-to-value ratio, and will therefore lead to a fall in lending rates even if monetary policy has not eased. Credit market conditions can change—because of, say, changes in perceptions of risk or competitiveness in lending—which

---

4 Recent examples include Christiano et al. (2007).

5 Gruss and Sgherri (2009) study the welfare implications of procyclical loan-to-value ratios in a two-country model. However, because the model does not have a nominal side, the reaction of monetary policy cannot be addressed.

6 For a model that considers the monetary policy implications of stock price fluctuations, see Christiano and others (2007).
could lead banks to adjust their markups and therefore alter the lending spread. Both of these mechanisms help accelerate a rise in residential investment, nondurable consumption, and prices.\footnote{These features draw on elements of models by Aoki et al. (2004), Curdia and Woodford (2009), Iacoviello (2005), and Monacelli (2009). The accelerator mechanism goes back to Bernanke et al. (BGG, 1998); unlike BGG, the accelerator in this model works through housing finance rather than firms’ capital.} In some simulations, policy makers can affect spreads directly, using a macroprudential tool, in addition to influencing lending rates via policy rates.

In other aspects, the model has conventional New Keynesian foundations. The theoretical framework consists of a general equilibrium two-sector model, durables and non-durables, where each sector operates under monopolistic competition and nominal rigidities. Prices in both sectors are sticky in the short run, as in Calvo (1983). Consumption and residential investment adjust slowly due, respectively, to habit formation and adjustment costs. It is costly for workers to shift from working on the production of consumption goods to building houses, and vice versa. For simplicity, there is no capital used in production and the economy is closed.

A. Households

Households obtain utility from consuming the stock of durables and the flow of nondurables. There are two types of households in this economy, borrowers and savers. Borrowers are assumed to be more impatient than savers, by having a smaller discount factor. In equilibrium, savers will provide financing to borrowers. A fraction $\lambda$ of households are considered to be savers, the remaining fraction $1 - \lambda$ are borrowers.

A.1 Savers

Each saver $j \in [0, \lambda]$ maximizes the following utility function:

$$
E_0 \left\{ \sum_{t=0}^{\infty} \beta^t \left[ \gamma \log (C_t^j - \varepsilon C_{t-1}) + (1 - \gamma) \log (D_t^j) - \frac{(L_t^j)^{1+\varphi}}{1 + \varphi} \right] \right\},
$$

where $C_t^j$ denotes consumption of non-durable goods, $D_t^j$ denotes consumption of durable goods, and $L_t^{i,j}$ denotes hours worked by household $j$ in each sector $i = C, D$. $\beta$ is the discount factor. Households form external habits in consumption, as in Smets and Wouters (2003) and Iacoviello and Neri (2009), with $\varepsilon$ denoting the importance of the habit stock, which is last period’s aggregate consumption ($C_{t-1}$). Finally, following Iacoviello and Neri...
(2009), we assume that there is imperfect substitutability of labor supply across sectors, such that the labor disutility index can be written as

\[ L^j_t = \left[ \alpha^{-\epsilon_L} \left( L^C_j \right)^{1+\epsilon_L} + (1-\alpha)^{-\epsilon_L} \left( L^D_j \right)^{1+\epsilon_L} \right]^{\frac{1}{1+\epsilon_L}}, \text{ where } \epsilon_L > 0, \]  

and \( \alpha \) is the economic size of each sector. This imperfect substitutability implies that reallocating labor across sectors following a shock is costly. Note that when \( \epsilon_L = 0 \) the aggregator is linear in hours worked in each sector, so there are no costs of switching from working in one sector to the other. This cost helps the model to explain positive comovement of real variables in both sectors in response to aggregate shocks.

The budget constraint of the savers, in nominal terms, is given by

\[ P^C_t C^i_t + P^D_t I^i_t + B^i_t \leq R_{t-1} B^i_{t-1} + W^C_t L^C_j + W^D_t L^D_j + \Pi^i_t, \]  

where \( P^C_t \) and \( P^D_t \) are the price indices of durable and non-durable goods, respectively, \( W^i_t \) is the nominal wage in each sector \( i = C, D \), and \( B^i_t \) denotes saving instruments (such as debt instruments or deposits) that borrowers place in banks, at a gross interest rate of \( R_t \). \( \Pi^i_t \) denotes nominal profits from intermediate goods producing firms and banks, which are ultimately owned by savers.

\( I^i_t \) denotes residential investment. We assume that the law of motion of the housing stock evolves as follows:

\[ D^j_t = (1-\delta) D^j_{t-1} + \left[ 1 - S \left( \frac{I^j_t}{I^j_{t-1}} \right) \right] I^j_t, \]

where \( \delta \) denotes the rate of depreciation of the housing stock and, following Christiano, Eichenbaum, and Evans (2005), we introduce an adjustment cost function, \( S(.) \), which is convex (i.e. \( S''(.) > 0 \)). In the steady state \( S = S' = 0 \) and \( S'' > 0 \). The aim of introducing this cost is to allow for the possibility that the model can generate hump-shaped responses of residential investment to shocks.

The first order conditions to the household maximization problem are given by the following expressions, where \( \lambda_t \) is the Lagrange multiplier associated with the budget constraint, and \( \mu_t \) is the Lagrange multiplier associated with equation (4):\(^8\)

\[ U_{C_t} = \lambda_t P^C_t \]

---

\(^8\)Since all savers behave the same way, we drop the \( j \) subscripts in what follows.
\[ U_{Dt} = \mu_t - \beta(1 - \delta)E_t\mu_{t+1} \]  

\[ \lambda_t P^D_t = \mu_t \left\{ 1 - S\left( \frac{I_t}{I_{t-1}} \right) - S' \left( \frac{I_t}{I_{t-1}} \right) \frac{I_t}{I_{t-1}} \right\} + \beta E_t\mu_{t+1} \left[ S' \left( \frac{I_{t+1}}{I_t} \right) \left( \frac{I_{t+1}}{I_t} \right)^2 \right] \]  

Absent adjustment costs to residential investment (i.e. \( S = 0 \)), these three equations can be reduced to the following condition:

\[ \frac{P^D_t}{P^C_t} = 1 - \frac{\xi^D_t \left( C_t - \varepsilon C_{t-1} \right)}{D_t} + \beta(1 - \delta) E_t \left[ \left( \frac{C_t - \varepsilon C_{t-1}}{C_{t+1} - \varepsilon C_t} \right) \frac{P^D_{t+1}}{P^C_{t+1}} \right] \]

Note that if the durable good is in fact completely non-durable (i.e. \( \delta = 1 \)), this condition simply equates the marginal utilities of consumption to relative prices. Since the durable good has a residual value the following period, this induces the extra-term of holding an additional unit of the durable good.

The Euler equation for the consumption of non-durable goods with habits is standard:

\[ 1 = \beta R_t E_t \left[ \frac{P^C_t}{P^C_{t+1}} \left( \frac{C_t - \varepsilon C_{t-1}}{C_{t+1} - \varepsilon C_t} \right) \right], \]

and the labor supply conditions to both sectors are given by

\[ L_t^{\phi - \ell_L} \alpha^{-\ell_L} (L^C_t)^{\ell_L} = \left( \frac{\gamma}{C_t - \varepsilon C_{t-1}} \right) \frac{W^C_t}{P^C_t} \]

and

\[ L_t^{\phi - \ell_L} (1 - \alpha)^{-\ell_L} (L^D_t)^{\ell_L} = \left( \frac{\gamma}{C_t - \varepsilon C_{t-1}} \right) \frac{W^D_t}{P^C_t}. \]

### A.2 Borrowers

Each borrower \( j \in [\lambda, 1] \) maximizes the following utility function:

\[ E_0 \left\{ \sum_{t=0}^{\infty} \beta^{B,t} \left[ \gamma \log(C_t^{B,j} - \varepsilon C_{t-1}^{B,j}) + (1 - \gamma)\xi_t^D \log(D_t^{B,j}) - \frac{(L_t^{B,j})^{1+\varphi}}{1+\varphi} \right] \right\}, \]
in which all variables with a $B$ superscript are the borrowers’ analog to the savers’ variables above. $\beta^B < \beta$ is the discount factor of the borrowers; it is assumed that borrowers are more impatient than savers. Their budget constraint in nominal terms is given by

$$P_t^C C_t^{B,j} + P_t^D I_t^{B,j} + R_{t-1}^L B_{t-1}^{B,j} \leq B_t^{B,j} + W_t^C L_t^{C,B,j} + W_t^D L_t^{D,B,j}. \quad (11)$$

Borrowers can obtain loans from banks at a lending rate of $R_t^L$.

We assume that the functional forms for aggregate labor supply, $L_t^{B,j}$, and for the law of motion of housing stock, $D_t^{B,j}$, are the same as in the case of savers. Hence, the first order conditions for the borrower households are given by

$$U_C^B = \lambda_t^B P_t^C, \quad (12)$$

$$U_D^B = \mu_t^B - \beta^B (1 - \delta) E_t \mu_{t+1}^B, \quad (13)$$

and

$$\lambda_t^B P_t^D = \mu_t^B \left( 1 - S \left( \frac{I_t^B}{I_{t-1}^B} \right) - S' \left( \frac{I_t^B}{I_{t-1}^B} \right) \frac{I_t^B}{I_{t-1}^B} \right) + \beta^B E_t \mu_{t+1} \left[ S' \left( \frac{I_{t+1}^B}{I_t^B} \right) \left( \frac{I_{t+1}^B}{I_t^B} \right) \right]^2. \quad (14)$$

The Euler equation for borrowers is

$$\lambda_t^B = \beta^B R_t^L E_t \lambda_{t+1}^B. \quad (15)$$

Substituting for the expression of marginal utility we obtain the consumption Euler equation for borrowers:

$$1 = \beta^B R_t^L E_t \left[ \frac{P_t^C}{P_{t+1}^C} \left( \frac{C_t^B - \varepsilon C_{t-1}^B}{C_{t+1}^B - \varepsilon C_t^B} \right) \right], \quad (16)$$

while the corresponding labor supply conditions to both sectors are given by

$$\left( L_t^B \right)^{\alpha - \varepsilon^L} \alpha^{-\varepsilon^L} \left( L_t^{B,C} \right)^{\varepsilon^L} = \left( \frac{\gamma}{C_t^B - \varepsilon C_{t-1}^B} \right) W_t^C P_t^C \quad \text{and}$$

$$\left( L_t^B \right)^{\alpha - \varepsilon^L} \left( 1 - \alpha \right)^{-\varepsilon^L} \left( L_t^{B,D} \right)^{\varepsilon^L} = \left( \frac{\gamma}{C_t^B - \varepsilon C_{t-1}^B} \right) W_t^D P_t^C. \quad (17)$$
B. Financial Intermediaries

We assume that savers cannot lend to borrowers directly—we introduce financial intermediaries that take deposits from savers and lend them to borrowers, charging a spread that depends on the net worth of borrowers. The spread of the bank lending rate \( R_L^t \) over the deposit/risk-free rate \( R_t \) is a function of a time-varying mark-up; borrowers’ aggregate net worth, following the financial accelerator idea of Bernanke et al. (1998) and Aoki et al. (2004); and a macroprudential instrument:

\[
R_L^t = v_t R_t F \left( B_t^D / P_t^D D_t^B \right) \tau_t. \tag{18}
\]

More precisely:

- \( v_t \) is a financial shock that follows an AR(1) process in logs. In the steady state, its mean value \( v \) denotes the markup in the banking sector. Changes in \( v_t \) can be thought of as a reduction in the margin banks charge over funding costs, caused by an increase in competition and a quest for market share or by a reduction in perceived lending risk.

- \( F \) is a function of the net worth of borrowers, \( B_t^D / P_t^D D_t^B \). We assume that \( F'(\cdot) > 0, F''(\cdot) > 0 \). Also, we assume that \( F(1 - \chi) = 0 \). One can interpret the fraction \( \chi \) as a down-payment rate, or one minus the loan-to-value ratio.\(^9\) Increased housing prices will lead to an improvement of the net worth position of borrowers, which will allow them to borrow at a lower rate.

- \( \tau_t \) is a macroprudential instrument that allows the central bank to affect market rates by imposing additional capital requirements or provisions whenever credit growth is above its steady-state value. Below, we discuss specific functional forms for this policy tool.

C. Producers

There is a continuum of producers that supply imperfectly substitutable intermediate goods and a continuum of final goods producers in each of the two sectors that operate under perfect competition and flexible prices.

\(^9\)The case that Monacelli (2009) and Iacoviello (2005) analyze is \( F(\cdot) = \infty \) whenever \( B_t^D \) differs from \( (1 - \chi) P_t^D D_t^B \). That is, the constraint holds with equality and the penalty of deviating from it makes it impossible that anyone would want to do so. Here, we allow borrowers to go beyond the loan-to-value ratio but at a higher lending rate.
C.1 Final goods producers

In the durable sector, final goods producers purchase intermediate goods producers and aggregate them according to the following production function:

\[ Y_t^D = \left[ \int_0^1 Y_t^D(i) \frac{\sigma_{D-1}}{\sigma_D} \, di \right]^{\frac{1}{\sigma_D-1}}. \]  

(19)

Profit maximization delivers the following demand for individual intermediate non-durable goods:

\[ Y_t^D(i) = \left( \frac{P_t^D(i)}{P_t^D} \right)^{-\sigma_D} Y_t^D; \]  

(20)

where the price level is given by imposing the zero-profit condition:

\[ P_t^D \equiv \left\{ \int_0^1 \left[ P_t^D(i) \right]^{1-\sigma_D} \, di \right\}^{\frac{1}{1-\sigma_D}}. \]

In the non-durable goods sector, expressions are similar.

C.2 Intermediate goods producers

Intermediate goods producers face a Calvo-type restriction when setting their prices. In each period, a fraction \( 1 - \theta_i \) in each sector \( i = C, D \) receive a signal to reset their price optimally. In addition, a fraction \( \varphi_i \) index their price to last period’s sectoral inflation rate whenever they are not allowed to reset their price.

Intermediate goods in both sectors are produced with labor only:

\[ Y_t^C(i) = A_t^C L_t^C(i), \text{ for all } i \in [0, 1]; \]  

(21)

\[ Y_t^D(i) = A_t^D L_t^D(i), \text{ for all } i \in [0, 1]. \]  

(22)

Note that in each sector, the production function is hit by sector specific technology shocks, each of which follows an AR(1) in logs. In the simulation part, we will only focus on productivity shocks in the nondurable sector.

In the remaining part of this subsection, we work out the conditions for the home country firms pricing decisions. In each sector, cost minimization implies that the real marginal cost of
production is
\[ MC_t^x = \frac{W_t^x/P_t^x}{A_t^x}, \ x = C, D. \]

Note that even though labor is the only production input, labor costs may differ across sectors because of imperfect labor substitutability, which can lead to different real (product) wages. Also, real unit labor costs can differ because of the sector-specific technology shocks.

Firms in the durable sector face the following maximization problem:

\[
\max_{P^D(i)} E_t \sum_{k=0}^{\infty} \theta^k_D \Lambda_{t,t+k} \left\{ \left[ \frac{P^D(i)}{(P^D_{t+k-1})^{\phi^D}} - MC_{t+k}^D \right] Y_{t+k}^D(i) \right\}
\]

subject to future demand

\[
Y_{t+k}^D(i) = \left[ \frac{P^D(i)}{(P^D_{t+k})} \left( \frac{P^D_{t+k-1}}{P^D_{t-1}} \right)^{\phi^D} \right]^{-\sigma_D} Y_{t+k}^D,
\]

where \( \Lambda_{t,t+k} = \beta^k \frac{\lambda_{t+k}}{\lambda_t} \) is the stochastic discount factor. The optimal choice is given by

\[
\hat{P}_t^D = \frac{\sigma_D}{(\sigma_D - 1)} E_t \left\{ \sum_{k=0}^{\infty} \beta^k \theta^k_D \lambda_{t+k} \left( \prod_{s=1}^{k} \left( \frac{P^D_{t+s-1}}{P^D_{t+s}} \right)^{\phi^D} \right)^{-\sigma_D} MC_{t+k}^D Y_{t+k}^D \right\}.
\]

Given the assumptions about Calvo pricing, the evolution of the price level is

\[
P_t^D = \left\{ \theta_D \left[ P_{t-1}^D \left( \Pi_{t-1}^D \right)^{\phi^D} \right]^{1-\sigma_D} + (1 - \theta_D) \left( \hat{P}_t^D \right)^{1-\sigma_D} \right\}^{\frac{1}{1-\sigma_D}}.
\]

Firms in the non-durable sector face a similar maximization problem, and hence the optimal price and the evolution of the price level have similar expressions, with the appropriate change of notation.

**D. Closing the Model: Market Clearing Conditions**

For each intermediate good, supply equals demand. We write the market clearing conditions in terms of aggregate quantities. Total production in the non-durable sector is equal to total consumption:
\[ Y_t^C = \lambda C_t + (1 - \lambda) C_t^B. \]  (25)

Total durable production equals aggregate residential investment:
\[ Y_t^D = \lambda I_t + (1 - \lambda) I_t^B. \]  (26)

Aggregate real GDP is
\[ Y_t = (P_t^C Y_t^C + P_t^D Y_t^D)/P_t, \]  (27)
where \( P_t \) is the GDP deflator. Total hours worked equals labor supply in each sector:
\[
\int_0^1 L_t^C(i) di = \int_0^\lambda L_t^{C,j} dj + \int_0^1 L_t^{C,B,j} dj; 
\]  (28)
\[
\int_0^1 L_t^D(i) di = \int_0^\lambda L_t^{D,j} dj + \int_0^1 L_t^{D,B,j} dj. 
\]  (29)

Market clearing in the deposit/lending market is
\[ \lambda B_t + (1 - \lambda) B_t^B = 0. \]  (30)

In the following section we discuss the role of monetary and financial policies.

III. Policy Regimes

In this model, two types of policy interventions are possible. First, due to the presence of sticky prices, monetary policy has real effects. Second, because of the presence of financial frictions, we assume that policy makers can affect the market lending rate by imposing additional capital requirements or additional provisioning when credit growth is above its steady-state value—the \( \tau_t \) term in equation (18).

Given these two instruments, we model four policy regimes used in the experiments that follow. The baseline policy regime is a Taylor rule, specified with a weight of 1.5 on CPI inflation and 0.5 on the output gap. Let \( \Pi^C \) be the steady-state level of inflation and \( Y_t^* \) the level of potential output, which is defined as the dynamics of aggregate real GDP when the economy does not have nominal or financial rigidities, and all agents are homogeneous. We allow for interest rate inertia, and the variables on the r.h.s. of all rules are lagged.\(^\text{10}\) The

\(^{10}\)These lags are introduced on the grounds that, in real life, the policy maker only has data for the output gap and inflation after some delay. Data for money aggregates and credit are available more readily. Including contemporaneous credit in the augmented Taylor and macroprudential rules would increase the value of credit as an indicator, and therefore bias the conclusions reached here in favor of extended frameworks. To avoid this,
Taylor rule regime is therefore described by the policy rule

\[ R_t = \left[ \bar{R} \left( \frac{P_{t-1}^C / P_{t-2}^C}{\Pi^C} \right)^{\gamma_{\Pi}} \left( \frac{Y_{t-1}}{Y_{t-1}^*} \right)^{\gamma_y} \left( \frac{B_{t-1}^B / P_{t-1}}{B_{t-2}^B / P_{t-2}} \right)^{\gamma_b} \right]^{1-\gamma_R} (R_{t-1})^{\gamma_R}. \]  \tag{31}

With that benchmark, we investigate gains to be achieved by incorporating information from indicators of potential financial vulnerability. Hence, the second regime is implemented as a Taylor-type rule in which monetary policy also reacts to the growth rate of nominal credit, \( \left( \frac{B_{t-1}^B / P_{t-1}}{B_{t-2}^B / P_{t-2}} \right) \), in addition to CPI inflation and the output gap. Hence, the augmented Taylor rule regime has the form:

\[ R_t = \left[ \bar{R} \left( \frac{P_{t-1}^C / P_{t-2}^C}{\Pi^C} \right)^{\gamma_{\Pi}} \left( \frac{Y_{t-1}}{Y_{t-1}^*} \right)^{\gamma_y} \left( \frac{B_{t-1}^B / P_{t-1}}{B_{t-2}^B / P_{t-2}} \right)^{\gamma_b} \right]^{1-\gamma_R} (R_{t-1})^{\gamma_R}. \]  \tag{32}

The macroprudential rule specifies the reaction of a macroprudential instrument to lagged nominal credit changes (the same variable as in the augmented Taylor rule (32)):

\[ \tau_t = \tau \left( \frac{B_{t-1}^B / P_{t-1}}{B_{t-2}^B / P_{t-2}} \right). \]  \tag{33}

The macroprudential instrument affects lending rates—we assume that policy makers can directly offset, to some degree, fluctuations in spreads caused by the changes in collateral values and financial shocks described above (see equation 18). This can be thought of as a simple short cut that mimics the effects of, say, regulations that require banks to set aside more capital as asset prices rise, hence raising the margin that banks have to charge over funding costs (the policy rate). Combining the macroprudential rule with the augmented Taylor rule produces the augmented Taylor plus macroprudential regime.

The final policy regime is a variation on the third, in which the weight on each variable is determined by an optimization procedure that seeks the best response to the particular shock, by optimizing over \( \gamma_{\Pi}, \gamma_y, \gamma_b, \) and \( \tau \). This will be termed the optimized augmented Taylor plus macroprudential regime.

IV. Calibration

The calibration of the model is summarized in Table 1. Most of the parameters defining tastes and technology are given standard values from the literature, as well as parameters that credit is also introduced with a lag.
introduce nominal and real rigidities. All coefficients for the persistence of shocks are set to 0.95. The sensitivity of the results to some of the parameters relating to non-standard aspects of the model—such as the endogeneity of lending rates—is evaluated later.

Two aspects of the model’s steady state are particularly important for the results. First, we assume that debt is an important component for financing the purchase of houses—the steady-state loan-to-value ratio is 80 percent. Second, the share of residential investment in GDP is calibrated to 10 percent, which is higher than for most countries, but accurately reflects the typical share of residential investment in the sum of consumption and residential investment (which is the definition of GDP in this model). Together, these shares create a significant role for housing in economic fluctuations.

V. Simulation Results

The behavior of the model economy is examined under different policy regimes, following shocks that produce sustained rises in residential investment and house prices. The objective is to determine which policy regime is better at stabilizing the economy in the face pressures on the housing market—in other words, we look for policies that can help prevent financial vulnerabilities, rather than policies that help pick up the pieces after a bust. The conclusions that can be drawn from this analysis depend crucially on which shocks drive the housing boom. To illustrate the importance of correctly identifying the drivers of the housing boom, we test the policy regimes with two shocks: a financial shock that prompts a relaxation in lending standards, and a positive productivity shock. Although asset booms can arise from changes in expectations of capital gains without any change in fundamentals, we do not model “bubbles” or “irrational exuberance.” Similarly, we do not attempt to model events that trigger house price crashes.

A. The Performance of Policy Rules in Reaction to Financial Shocks

Figure 1 shows the responses to a financial shock ($\nu_f$), modeled as a relaxation in lending standards that immediately reduces lending rates by 100 basis points in the baseline Taylor regime (dotted line). Four paths are shown, corresponding to the four different policy regimes discussed above. In the baseline case, monetary policy is guided by the simple Taylor rule, and, with no macroprudential reaction, the financial shock causes an immediate increase in residential investment and house prices. Because banks are assumed to lower lending rates when collateral rises, the shock feeds on itself: housing demand raises house prices, collateral values increase, lending rates are lowered, and households take out more loans. This is the credit accelerator mechanism at work. In addition, lower rates also lead to higher demand for
nondurable consumption goods, pushing up CPI inflation. Some of the characteristics of a house price bust are evident in the aftermath of this shock: as financial conditions normalize, residential investment—and with it, house prices—must undershoot for a period to bring the housing stock back to equilibrium. This process spills over to the rest of the economy, causing a temporary recession and raising volatility in all markets. The reaction of a central bank following a simple Taylor rule is straightforward: to the extent that the output gap and CPI inflation are positive following the increase in housing demand, policy rates are raised. Eventually, output and inflation stabilize.

Next we consider the augmented Taylor rule, which prompts the central bank to react directly to credit, in addition to the output gap and inflation. For illustration, we assume that the central bank puts the same weight (0.5) on changes in nominal credit growth as on the output gap (see Table 2, second row). This rule produces greater stability across the board, as can be seen from the figure: the volatility of residential investment is lower, there is a considerable reduction in the volatility of GDP and the output gap, and house price and CPI inflation are less volatile (see also the standard deviations in Table 3, second row, compared with those in the first row).

Note that the volatility of interest rates is lower as well, even though the policy rule is more aggressive. This is because a model with fully forward-looking private agents, such as this one, has very strong expectational effects—households anticipate a stronger reaction from the central bank and factor it into their decision-making. The result is that monetary policy works through the threat of a stronger reaction, rather than by actually delivering that stronger reaction.

Macroeconomic stabilization is even better served under the third regime, under which the central bank complements the augmented rule with the use of the macroprudential instrument (Table 3, third row). For illustration, the growth rate of nominal credit in the macroprudential rule has a weight of 0.5, with the other weights maintained as for the augmented Taylor rule. The macroprudential rule allows policymakers to directly counter the easing of lending conditions that induces borrowers to take on more debt as house prices rise.

To summarize, adding another indicator to the monetary policy reaction function and another policy instrument can improve macroeconomic stability when the economy is hit by a financial shock. The responses hint that policy reactions guided by the standard Taylor rule are too weak in the face of loosened lending standards and credit accelerator effects, with the consequence that housing investment is insufficiently dampened. But the parameters in the augmented and macroprudential rules used here are ad hoc. In fact, if the objective is simply to stabilize the output gap and inflation, the optimal weights on the output gap and inflation in monetary policy rules in these sorts of “microfounded” models are generally much higher.
than the Taylor weights.\textsuperscript{11} This implies that the improvement in stability from adding nominal credit to the monetary policy rule and employing the macroprudential instrument could simply indicate that, under the baseline Taylor rule, the reaction to the output gap and inflation is insufficient.

To address this issue, we also show the responses using the augmented Taylor and macroprudential rules optimized to minimize the variation in the output gap and in inflation. As expected, the optimized rules are the most successful in stabilizing the economy and come close to producing the efficient reaction—no output gap at all.\textsuperscript{12} More interesting are the optimized weights (Table 2, fourth row). Optimal monetary policy is very aggressive—the weights on the output gap and inflation are multiples of those in the standard Taylor rule and typical estimated monetary reaction functions, and the optimized interest rate smoothing is zero.\textsuperscript{13} The weight on nominal credit in setting the policy rate is zero. Crucially, however, the optimal weight on nominal credit in the macroprudential rule is \textit{not} zero; in fact, it is slightly more than the weight used before (0.8). Hence, macroprudential policy is unambiguously useful for dealing with financial shocks, even when the central bank is free to use policy rates very aggressively. Using the macroprudential tool is a more efficient reaction to loosening credit markets than simply raising policy rates, because it tackles the problem at its root.

\textbf{B. The Performance of Policy Rules in Reaction to Productivity Shocks}

Broader and more aggressive policy regimes can improve stability in the face of financial shocks, but they raise the possibility of policy mistakes in the face of other types of shocks. This can be seen from the second set of simulations, which shows reactions to an increase in productivity in the nondurable goods sector that, in the case of the Taylor rule, delivers an immediate 1 percent increase in output (Figure 2).\textsuperscript{14} This results of this shock also resemble a housing boom: residential investment, house prices and the demand for credit all rise, just as in the case of a financial shock. However, the prices of consumption goods fall. Indeed, the

\textsuperscript{11}See Woodford (2001) for discussion.

\textsuperscript{12}The efficient reaction is desirable from a welfare point of view, but not possible in this model because of nominal rigidities and distortions in financial markets, and because we restrict our attention to backward looking Taylor rules.

\textsuperscript{13}One reason for these high weights is that the only concern in the optimization procedure is minimizing the output gap and deviations in inflation, on the assumption that the economy is perfectly understood and the data have no measurement error. Introducing uncertainty can be used to motivate both more and less aggressive policy reactions, but is generally interpreted by policy makers as justifying caution.

\textsuperscript{14}Although the shock is centered on the production of nondurable consumption goods, households spend more on residential investment as well as nondurables consumption because of expectations of higher income.
fact that CPI inflation was contained in recent years while asset prices surged led many policy makers to conclude that asset price rises were being driven by positive productivity shocks.

The best policy for dealing with a productivity shock is for the central bank to accommodate the improvement in productivity as much as possible. The optimized regime has higher weights on the output gap and inflation, as before, but the model does not support using the macroprudential tool at all (Table 4, fourth row). Policies to suppress private sector borrowing would be misguided, as shown in the figure: following the augmented Taylor and macroprudential rules, with the same parameter values as for the financial shock, accentuates downward pressure on prices (CPI), because of the extra reaction to credit growth. The result is that the output gap and inflation are more volatile, not less (Table 5, second and third rows). Among the first three policy regimes—Taylor, augmented Taylor, augmented Taylor with macroprudential—the best is the standard Taylor rule. These results suggest that policy reactions to indicators of potential financial vulnerability should be neither automatic nor rigid—policy makers need room for discretion.

C. Policy Rules with Multiple Shocks

In the real world, economies are affected by multiple shocks of various types. Optimal policy rules must strike a balance among the optimal responses to each different type of shock, and must reflect the relative importance of the shocks in driving the economy. Consequently, the case for using a macroprudential tool will depend, among other things, on the mixture of shocks facing a particular economy. Figure 3 shows how the optimal weight on changes in nominal credit in the macroprudential rule rises as financial shocks become relatively more important than productivity shocks. The exercise involves specifying a sequence of variance-covariance matrices in which the ratio of the variance of the financial shock increases, while the variance of the productivity shock and the covariance of the two shocks stay fixed at one and zero, respectively, then optimizing the weights for all variables in the augmented Taylor and macroprudential rule regime for each of the variance-covariance matrices in the sequence. When there are no financial shocks, there is no need for the macroprudential tool. When there are only financial shocks, the optimal weight on nominal credit in the macroprudential rule in this model is 0.8, as shown above. Ideally, then, policymakers would be able to use discretion to deal appropriately with different types of shocks as they arise, rather than reacting rigidly with fixed rules.
VI. Robustness of the Results

This question arises as to whether the results hold for alternative calibrations of the model. In this section, the augmented Taylor plus macroprudential regime is re-optimized for five alternative calibrations for which, in each case, a single parameter is changed. We concentrate on those parameters that relate to the non-standard aspects of the model, to make sure that the results are robust to reasonable variations in these parameters.\footnote{Using a different model, Chadha et al. (2009) report qualitatively similar results for the benefits of using an indicator of credit market conditions in the optimal simple rule.}

Several authors have suggested that housing prices are fully flexible, or at least more flexible than nondurable goods (see the discussion in Iacoviello and Neri, 2009). The first variation eliminates nominal house price rigidities, by setting $\theta^d$ and $\phi^d$ to zero. The second and third test the sensitivity of the results to changes in the elasticity of the lending rate to changes in housing collateral, which was not estimated but imposed at $\kappa = 0.5$ in the base calibration, by setting a lower value ($\kappa = 0.1$) and then using a substantially higher value ($\kappa = 2$). The fourth variation examines the results of using a higher value for the Frisch elasticity of labor supply, $\phi = 2$, instead of the baseline calibration of $\phi = 1$. Changes in this elasticity have an important impact on real unit labor costs and inflation dynamics. Finally, we look at the results when there are no labor reallocation costs ($\mu_L$), which makes the model closer to a standard single-sector model.

Table 6 shows the results of the augmented Taylor plus macroprudential regimes optimized for the financial shock. Although there is a large range of values for the optimal weights on inflation and the output gap, the striking result is that the weight on nominal credit in the macroprudential rule is within the range of 0.5 to 1. Hence, the previous result that there is an unambiguous role for the macroprudential instrument in improving macroeconomic stability holds under reasonable variations of parameter values.

The table also shows that the weight on nominal credit in the monetary policy rule is uniformly zero, while the weights on inflation are consistently higher than 1.5 as in the standard Taylor rule. This is consistent with the previous result that there is no distinct indicator value for nominal credit in the monetary policy rule, but only as long as monetary policy is free to react more strongly in dampening the shock than is conventionally imposed in standard Taylor rules or estimated.

Table 7 shows the results when the regime is optimized for the productivity shock. As with the baseline calibration, there is no role for macroprudential policy in addressing this shock, with the single exception of the calibration with fully-flexible house prices. Similarly, there is optimally a stronger weight put on inflation and, in particular, the output gap. The weight on
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nominal credit is consistently low and sometimes zero. Hence, the previous result that inflexible use of rigid macroprudential rules could sometimes result in policy errors is reinforced.

VII. Conclusions

Monetary policy makers in advanced economies with flexible exchange rate regimes have been guided in recent years by the principle that stabilizing inflation forms the best policy for promoting economic growth and welfare. Moreover, it was suggested that stable inflation would reduce risk premia and increase financial stability. Thus, a number of central banks have been given explicit mandates to target CPI inflation, and they have been strikingly successful in achieving this objective. But this approach has not been enough to prevent asset price busts.

The results from the simulations show that there are potential benefits from aggressive monetary policy reactions to financial shocks that would otherwise generate a cycle of loosening credit conditions, overvalued housing, and over-extended households. In addition, macroprudential tools could be used to help tackle loose financial conditions. The simulations also clearly show the importance of being able to identify the shocks that are driving changes in financial conditions and asset prices—in the case of a productivity shock, the best monetary policy is to accommodate the shock as much as possible, and there is no role for a macroprudential tool.

However, the simulations in this section are very stylized, and many potentially important factors are omitted. The model captures some relevant features of the world, but has not been fitted to any particular economy. An important empirical issue is how important financial shocks are relative to others, such as productivity shocks.

Going forward, the best case is for policymakers to be given extra tools with which to address financial shocks. Such tools might reduce the need for aggressive monetary policy reactions and should, in principle, be less disruptive to the whole macroeconomy than using policy rates. However, the characterization of the macroprudential tools in the model used in this paper is very simple and glosses over important questions about how exactly such tools would be managed and how effective they could be in actual financial systems. Hence, the results are only suggestive, and further research on the practicalities of such tools is required.

Although the optimal rules for reacting to financial shocks have zero weight on nominal credit, the large weights on inflation and output are much larger than those found in estimated simple rules based on actual central bank behavior. In practice, it might prove difficult to justify such strong reactions, especially if inflation pressures are moderate and the immediate
result would be to lower consumption and employment. Hence, another possibility is that central bank mandates be expanded to include explicit concern for avoiding financial vulnerabilities. As with macroprudential instruments, there are some significant practical issues that will need to be carefully assessed before a broader framework for monetary policy is implemented, and expectations about what can be achieved must be realistic. Rigid reactions to indicators such as nominal credit flows and inflexible use of policy tools will likely lead to policy mistakes, so judgment and discretion is required. Hence, implementing a broader framework for monetary policy to mitigate macrofinancial risks would further increase the importance of correctly identifying the sources of shocks driving changes in credit and asset prices. Central bankers implementing broader policies would need to explain very carefully the basis for their actions, their immediate objectives, and how their actions are consistent with longer-term objectives of price stability. Moreover, monetary and macroprudential policies would need to be coordinated, requiring greater information exchange and more consultation between monetary and supervisory authorities.