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This paper introduces a new database of financial reforms covering 91 economies over 1973-2005. It describes the content of the database, the information sources utilized, and the coding rules used to create an index of financial reform. It also compares the database with other measures of financial liberalization, provides descriptive statistics, and discusses some possible applications. The database provides a multifaceted measure of reform, covering seven aspects of financial sector policy. Along each dimension the database provides a graded (rather than a binary) score, and allows for reversals. [JEL N20, G18, G28, P11]
The past decade has seen a rapid increase in the empirical literature investigating the links between financial development and macro-economic outcomes. In his comprehensive survey of the literature, Levine (2005) draws three broad conclusions from these studies. First, countries with more developed financial sectors grow faster. Through careful use of instrumental variables and sophisticated econometric methods, the evidence suggests that simultaneity bias is not driving this conclusion; finance does seem to have a positive causal effect on growth. Second, the degree to which a country’s financial system is bank-based or market-based does not matter much. This does not necessarily imply that institutional structure does not matter for growth; rather, different institutional structures may be optimal for different countries at different times. Third, industry- and firm-level evidence suggests that one mechanism through which finance influences growth is by easing external financing constraints on firms thereby improving the allocation of capital.
This research raises the question of what can countries do to improve the efficiency of their domestic financial systems. Influential work by McKinnon (1973) and Shaw (1973) suggests that reducing the role of the state in the financial system should be a point of departure. Indeed, until the 1980s the financial sector was probably one of the sectors where state intervention was most visible both in developing and developed countries. In many countries, banks were owned or controlled by the government, the interest rates they charged were subject to ceilings or other forms of regulation, and the allocation of credit was similarly constrained and regulated. Explicit or implicit taxation also weighed on the volume of financial intermediation. Entry restrictions and barriers to foreign capital flows limited competition. Since then, many countries have liberalized and deregulated their financial sector, although the process is by no means complete. In some countries, the IMF and the World Bank have played a major role in advising the authorities about the reform process.
During the financial liberalization process, a number of countries have experienced financial crises, characterized by various combinations of banking sector insolvency, reversal of foreign capital inflows, sharp currency depreciation, and difficulties in financing government deficits (see Demirgüç-Kunt and Detragiache, 1998; Kaminsky and Reinhart, 1999). The question of whether crises have been fostered by the liberalization process, perhaps because of inadequate sequencing of reforms or lack of sufficient supervisory infrastructure, has been often discussed in policy circles and research papers (see Demirgüç-Kunt and Detragiache, 1999). The recent subprime crisis in the United States has once again raised the question of whether financial deregulation hinders financial stability.
A limitation of studies trying to understand both the determinants and the effects of financial liberalization has been the lack of a comprehensive data set documenting actual policy changes. This paper introduces a database of financial reforms, covering 91 economies over the period 1973–2005,1 that will hopefully help researchers answer some of these questions.2 The new database recognizes the multifaceted nature of financial reform and records financial policy changes along seven different dimensions: credit controls and reserve requirements, interest rate controls, entry barriers, state ownership, policies on securities markets, banking regulations, and restrictions on the financial account. Liberalization scores for each category are then combined in a graded index that is normalized between zero and one. This contrasts with most existing measures, which code financial liberalization using binary dummy variables. Hence, the database provides a much better measure of the magnitude and timing of financial policy changes than was previously possible. In addition, since the data set extends through 2005, the period following the major financial crises of the 1990s is included in the sample, so that questions related to the effects of the crisis on the liberalization process can be explored.
Because of the complex nature of the policy changes in question and the difficulty in retrieving information, especially for countries that have not been the object of specific case studies, the database remains a work in progress, and would benefit from feedback on both its construction and on the coding of specific countries. Government intervention in the financial sector occurs in a myriad of ways, so the coding rules employed may not always accurately capture the extent to which the government still influences credit allocation. We have relied heavily on experts’ assessments of the true extent of financial reform whenever possible, but feedback from those who know these countries in-depth is always welcome. And although the country coverage is already wider than that of existing liberalization measures, and covers all regions and a wide range of income levels, the database would be even more valuable if coverage could further be increased to include more countries and recent years.
In the database, we distinguish between seven different dimensions of financial sector policy. These dimensions, and the questions used to guide the coding, are listed below (see Appendix I for more details):
Credit controls and excessively high reserve requirements. Many countries required or still require that a minimum amount of bank lending be to certain “priority” sectors (for example, agricultural firms, selected manufacturing sectors, or small-scale enterprises) for purposes of industrial policy, or to the government for purposes of financing budget deficits. Occasionally these directed credits are required to be extended at subsidized rates. Less frequently, governments set ceilings on overall credit extended by banks, or on credit to specific sectors. Finally, governments may impose excessively high reserve requirements, beyond what can be reasonably expected for prudential purposes, and reserves may not be remunerated at market rates of return. One extreme example was Argentina’s Deposit Nationalization Law of 1973, which forced banks to deposit all financial savings with the central bank, effectively imposing a 100 percent reserve requirement (Bisat, Johnston, and Sundararajan, 1992). In coding the database we use 20 percent as a threshold for determining whether reserve requirements are excessive or not. The questions used to guide the coding of this dimension are the following: Are there minimum amounts of credit that must be channeled to certain sectors, or are there ceilings on credit to other sectors? Are directed credits required to carry subsidized rates? Is there a ceiling on the overall rate of expansion of credit? How high are reserve requirements?
Interest rate controls. One of the most common forms of financial repression, interest rate controls were used even in some developed countries until recently (for instance, the United States had in place interest rate controls, known as Regulation Q, from the 1930s to the early 1980s). In the most restrictive case the government specifies both lending and deposit rates by fiat, or equivalently, sets ceilings or floors tight enough to be binding in most circumstances. An intermediate regime allows interest rates to fluctuate within a band. Interest rates are considered fully liberalized when all ceilings, floors or bands are eliminated. To guide the coding of this dimension, one needs to determine, for deposit and lending rates separately, whether interest rates are administratively set, including whether the government directly controls interest rates, or whether floors, ceilings, or interest rate bands exist.
Entry barriers. To maintain control over credit allocation, government may restrict the entry into the financial system of new domestic banks or of other potential competitors, for example foreign banks or nonbank financial intermediaries. Entry barriers may take the form of outright restrictions on the participation of foreign banks; restrictions on the scope of banks’ activities; restrictions on the geographic area where banks can operate; or excessively restrictive licensing requirements.3
State ownership in the banking sector. Ownership of banks is the most direct form of control a government can have over credit allocation. Although often the result of a conscious policy decision by the authorities (for example, in India beginning in 1969), state ownership can also be the result of nationalization following a banking crisis (for example, Mexico in 1982 or Indonesia in 1998). In coding the database, we look at the share of banking sector assets controlled by state-owned banks. Thresholds of 50, 25, and 10 percent are used to delineate the grades between full repression and full liberalization. Surprisingly, there is still no comprehensive panel database on state ownership of the banking sector. We have had to rely on various reports (including IMF staff reports and Financial Sector Assessment Programs) and the World Bank’s privatization database to code this dimension.
Financial account restrictions. Restrictions on international financial transactions were often imposed to give the government greater control over the flow of credit within the economy, as well as greater control over the exchange rate. These restrictions included multiple exchange rates for various transactions, as well as transactions taxes or outright restrictions on inflows and/or outflows specifically regarding financial credits. There are several existing measures of financial account openness that currently exist, and that have a wider country coverage, which are surveyed in Edison and others (2004).
Prudential regulations and supervision of the banking sector. Of the seven dimensions, this is the only one where a greater degree of government intervention is coded as a reform. To code this dimension, we ask the following questions: Does a country adopt risk-based capital adequacy ratios based on the Basel I capital accord? Is the banking supervisory agency independent from the executive’s influence and does it have sufficient legal power? Are certain financial institutions exempt from supervisory oversight? How effective are on-site and off-site examinations of banks?
Securities market policy. Here we code the different policies governments use to either restrict or encourage development of securities markets. These include the auctioning of government securities, establishment of debt and equity markets, and policies to encourage development of these markets, such as tax incentives or development of depository and settlement systems. Also included here are policies on the openness of securities markets to foreign investors.
An earlier version of this database, used in Abiad and Mody (2005), had six rather than seven dimensions. It excluded securities market policy and prudential regulations, but following Williamson and Mahar (1998), it included a measure of operational restrictions—including government control over managerial and staff appointments, or other restrictions on banks’ operating procedures (for example, on advertising and branch opening). Because the nature of these restrictions differed substantially from country to country, it was difficult to create a coding rule that could facilitate cross-country comparability. So this dimension was dropped, although certain elements were folded into other dimensions (for example, restrictions on the scope of banks’ activities or geographic restrictions on bank branching were included under entry barriers).
Along each dimension, a country is given a final score on a graded scale from zero to three, with zero corresponding to the highest degree of repression and three indicating full liberalization.4 In answering the questions and in assigning scores, it is inevitable that some degree of judgment is exercised. To minimize the degree of discretion, a set of coding rules was used, which can be found in Appendix I. Policy changes, then, denote shifts in a country’s score on this scale in a given year. In some cases, such as when all state-owned banks are privatized all at once, or when controls on all interest rates are simultaneously abolished, policy changes will correspond to jumps of more than one unit along that dimension. Reversals, such as the imposition of capital controls or interest rate controls, are recorded as shifts from a higher to a lower score. Given its detailed construction, the database thus allows a much more precise determination of the magnitude and timing of various events in the financial liberalization process.
Identifying the various policy changes included in our database was facilitated by the available surveys of financial liberalization experiences. These include Williamson and Mahar (1998), Fanelli and Medhora (1998), Johnston and Sundararajan (1999), De Brouwer and Pupphavesa (1999), and Caprio, Honohan, and Stiglitz (2001).5 Other resources, including central bank bulletins and websites, IMF country reports, books, and journal articles, were also utilized heavily. In particular, IMF reports turned out to contain a wealth of information on financial sector reforms. The primary (publicly available) sources are identified in the working paper version of this article (Abiad, Detragiache, and Tressel, 2008).
A few examples can give a sense of how the coding was done. Consider for example the liberalization of interest rates. In some cases, coding is straightforward: for instance, Pinto (1996, p. 100) states that “until 1987, interest rates were traditionally set by the Portuguese authorities. The process of gradual liberalization of interest rates started in January 1987, when the interest rate ceiling on demand deposits of individuals was removed.” Based on this information, interest rates on deposits were coded as fully liberalized in Portugal in 1987. Pinto (1996, p. 101) also notes that full liberalization on lending rates was achieved in 1988 (“in September 1988 the ceiling on the lending rate was also freed”). In some other cases, judgment calls are inevitable. In the case of China, interest rates on bank loans are coded as partially liberalized in 2002 based on the following information from García-Herrero and Santabárbara (2004, p. 16): “Most recently the ceiling on banks’ lending rates was lifted in several occasions. In particular, in 2002 banks were permitted to charge borrowers up to 1.3 times the central lending rate. In January 2004, it was raised again to 1.7.” Interest rates on loans were coded as fully liberalized in 2004, and deposit rates partially liberalized in 2002 based on the following information from Goodfriend and Prasad (2006, pp. 21–22): “On Oct. 29, 2004, the ceiling on lending rates was scrapped altogether (except for urban and rural credit cooperatives). Along with the liberalization of lending rates, banks were given more freedom to make downward adjustments to deposit rates.”
Coding of the competition dimension sometimes required some country-specific knowledge. For example, in Spain, the banking system is dominated by savings banks. So, while barriers on branching restrictions were lifted in the early 1980s for commercial banks, we coded it as liberalized in 1992 only, when savings banks were allowed to open up branches anywhere in the country. The case of China is even more complex. In the light of restrictions for a subset of commercial banks, we coded it as nonliberalized.6
Recent papers have constructed alternative measures of financial liberalization. Edison and Warnock (2003) calculate the proportion of total stock market capitalization that is available to foreign investors, for 29 emerging markets from 1989 to 2000. It is in the spirit of our measure inasmuch as it provides a graded index of liberalization over time. However, it is not a broad-based measure of financial sector liberalization, being narrowly focused on capital controls in portfolio equity investment.
Closer in scope to our measure is the index constructed by Williamson and Mahar (1998) who recorded financial reforms in 34 economies over 1973–96, over six graded dimensions (credit controls, interest rate controls, entry barriers, regulations, privatization, and international capital flows).
Kaminsky and Schmukler (2003) also constructed a graded index of financial reforms. This data set has three components: domestic financial sector liberalization, especially of interest rate and credit controls; financial account liberalization; and the openness of the equity market to foreign investment. As with our approach, each component takes discrete values, being classified as “fully liberalized,” “partially liberalized,” or “repressed.” Although the building blocks of the Kaminsky-Schmukler database are similar to ours, their measure puts more weight on liberalization of capital flows, whereas ours emphasizes reforms in the domestic financial sector. The time coverage of the Kaminsky-Schmukler data set is slightly shorter (1973–99), and their sample of countries is considerably smaller, covering 28 countries (14 developed and 14 developing countries) compared with 91 countries in our database.
Two data sets—Bandiera and others (2000) and Laeven (2003)—characterize financial liberalization along six dimensions. However, the country coverage in each case is much smaller, with 8 and 13 countries covered, respectively. Moreover, in both of these data sets each liberalization component is not graded, but is a binary variable. Despite the differences in the construction of these data sets, they all show the same broad patterns of financial sector reform as does our index.
Finally, Schindler (2009) has recently constructed a data set covering the same 91 countries we cover, and providing disaggregated information on capital controls by asset category, by the direction of flows, and by the residency status of the transactor. These data, however, are available only for 1995–2005, a much shorter time period than that covered by our data.
The financial reform database covers a diverse range of economies, both in terms of regions and levels of economic development. Of the 91 economies in the data set (Table 1), 16 are from South Asia and East Asia, 17 are from Latin America and the Caribbean, 14 are from sub-Saharan Africa, 5 are from the Middle East or North Africa, 15 are Western European countries, 9 are former Soviet Union countries, and the rest include a few other European countries plus Australia, Canada, New Zealand, and the United States.
The database covers a period of over 30 years, mainly from 1975 to 2005. Summary statistics for the aggregate index and each of its component are in Table 2. According to our somewhat subjective classification system, in our sample period financial systems were on average most liberalized in the areas of interest rate controls, bank entry, and financial account restrictions, but bank supervision and regulation lagged behind.
Tables 3a and b report correlations among the seven components of the financial liberalization index. Not surprisingly, most of the components are highly correlated, as countries with more restrictive policies in one area have more restrictive policies in other areas as well (Table 3, panel a). However, annual changes in the component indices are much less correlated, suggesting that liberalization occurred at different times for different dimensions and in different countries (Table 3, panel b).7 Among the highest binary correlations are those between interest rate and credit control liberalization, between securities markets reforms and financial account liberalization, and interest rate deregulation and financial account. Interestingly, changes in bank privatization have a very low correlation with the other dimensions of reform.
The seven dimensions of financial liberalization can be aggregated to obtain a single liberalization index for each economy in each year. In Appendix I and in the following analysis we report and use the sum of the individual components, after normalization of the credit control component.8 Since each of the seven components can take values between 0 and 3, the sum takes values between 0 and 21.
According to this aggregate index, financial reforms advanced substantially through much of the sample in the past 30 years (Figure 1). Countries in all income groups and in all regions liberalized, though higher-income economies remained more liberalized than lower-income economies throughout. While trends appear smooth if we consider averages of group of countries, at the individual country level the reform process was typically characterized by long periods of status quo, or no change in policy.
To examine the pace at which change took place, we classify policy changes for each country-year into five categories. A decrease in the financial liberalization measure by 3 or more points is classified as a large reversal; a decrease of 1 or 2 points as a reversal; an increase by 1 or 2 points as a reform; and an increase of 3 or more points is classified as a large reform. Finally, years in which no policy changes were undertaken are classified as status quo observations.
Table 4 shows the distribution of various policy changes in the whole sample, as well as by region. Status quo observations represent the majority of observations—over 65 percent of the whole sample. At about 5 percent of the observations, reversals, especially large ones, are relatively rare, suggesting that, once established, financial reforms are unlikely to be undone. Reforms constitute another 25 percent of the sample, and large reforms account for another 5 percent, so around 30 percent of the sample country/years some change occurred. This underscores how pervasive financial sector reforms have been in recent decades.
Table 4. Distribution of Financial Sector Policy Change, Full Sample and by Country Groups
(In percent)
Figure 2 shows the distribution of liberalization over the sample period. Changes were relatively rare in the early and late part of the sample, with most reforms concentrated in the first half of the 1990s. This reflects, in part, reforms in transition countries, but also significant changes in Western Europe and Latin America. After peaking in 1995, the liberalization process began to slow down, perhaps in part because a number of countries had essentially completed the process.
Individual country data show evidence of regional clustering: countries within certain regions have tended to liberalize their financial sectors at roughly the same time, and in roughly the same way.9 For instance, with the exception of early reforms in Argentina and Chile in the 1970s, most of the reforms in Latin America occurred in the late 1980s and early 1990s. The two exceptions, Chile and Argentina, also illustrate that reform is not a steady march forward: both countries reversed policy during the debt crisis of 1982–83.
The process of financial liberalization in East Asia was much more gradual than in Latin America (Figure 1). Countries opened up their financial sectors in small steps in the early 1980s, with the whole reform process stretching over a decade or more in most cases. Interestingly, and in contrast to the Latin American experience in the 1980s, the 1997 crisis in Asia did not see any sharp reversals of reform; instead, a slight decline in the reform index in 1997 was followed by more gradual reforms. South Asian financial sectors remained very repressed until the mid- to late 1980s; since then reforms have proceeded at a steady pace.
In sub-Saharan Africa, financial liberalization accelerated sharply in the 1990s, and was most intense between 1993 and 1997, even though Kenya and Nigeria experienced policy reversals. After 1998, liberalization slowed down, and some policy reversals occurred in Kenya, Uganda, and Zimbabwe.
The fastest episodes of financial liberalization took place in transition countries. By 2005, these countries were more liberalized than the other regional groupings of developing and emerging countries, though still some distance from the advanced economies. It is an interesting question to what extent accelerated liberalization may be related to the current financial crisis in Eastern and Central Europe. Finally, five Organization for Economic Cooperation and Development (OECD) countries (Canada, Germany, the Netherlands, the United Kingdom, and the United States) already had liberalized financial sectors at the beginning of our sample period. The rest of the OECD countries in our sample started the period with relatively repressed financial systems but caught up and now have largely or fully liberalized financial sectors via a gradual process beginning in the late 1970s and early 1980s. Only New Zealand adopted a one-shot approach, undertaking most of its financial reforms in 1984–86.
Table 5 shows the degree of liberalization attained in each dimension of reform in each region by the end of our sample period. Bank regulation and privatization are the least advanced dimensions in the sample as a whole, and also in most groupings, such as advanced economies, emerging and developing Asia, transition economies, and the Middle East and North Africa. In the latter region, financial account liberalization also lagged behind other reforms in 2005. Interestingly, in sub-Saharan Africa, securities market reforms, financial account liberalization, and measures to improve bank regulation remained behind other countries, while the liberalization of entry barriers was quite advanced.
Table 5. Degree of Financial Liberalization by Components, Average, 2005
Note: All components in table vary between 0 and 3.
The evidence on reforms of supervision and regulation confirms and complements the stylized facts described by Williamson and Mahar (1998) for a smaller sample of countries, namely that the push for regulatory reforms often came after the first wave of financial reforms. In our larger sample, we find that regulatory and supervisory reforms remain relatively less advanced even many years after the beginning of financial reforms.
The importance of the financial sector to growth and development is now well established. Numerous studies, using various methodologies, have found evidence that greater financial sector development has a positive causal impact on key macroeconomic variables such as growth, productivity, and even poverty. What is less clear from existing research, however, is how best to achieve financial sector development and, more specifically, to what extent financial sector policies can foster financial development. To answer this important question, we have assembled a large cross-country data set on financial sector policies, covering 91 countries over the 1973–2005 period. The multifaceted and graded measure can be used to empirically investigate the effects of reform on financial sector outcomes, such as increased financial intermediation and improved allocative efficiency, and on macroeconomic outcomes such as growth, productivity, and crisis vulnerability. The hope is that this database, and the additional research it generates, can help provide more concrete policy prescriptions that can deliver the gains associated with financial sector development.
To construct an index of financial liberalization, codes were assigned along the eight dimensions below. Each dimension has various subdimensions. Based on the score for each subdimension, each dimension receives a “raw score.” The explanations for each subdimension below indicate how to assign the raw score.
After a raw score is assigned, it is normalized to a 0–3 scale. The normalization is done on the basis of the classifications listed below for each dimension. That is, fully liberalized = 3; partially liberalized = 2; partially repressed = 1; fully repressed = 0.
The final scores are used to compute an aggregate index for each country/year by assigning equal weight to each dimension.
For example, if the raw score on credit controls and reserve requirements totals 4 (by assigning a code of 2 for liberal reserve requirements, 1 for lack of directed credit and 1 for lack of subsidized directed credit), this is equivalent to the definition of fully liberalized. So, the normalization would assign a score of 3 on the 0–3 scale.
Are reserve requirements restrictive?
Coded as 0 if reserve requirement is more than 20 percent.
Coded as 1 if reserve requirements are reduced to 10 to 20 percent or complicated regulations to set reserve requirements are simplified as a step toward reducing reserve requirements.
Coded as 2 if reserve requirements are less than 10 percent.
Are there minimum amounts of credit that must be channeled to certain sectors?
Coded as 0 if credit allocations are determined by the central bank or mandatory credit allocations to certain sectors exist.
Coded as 1 if mandatory credit allocations to certain sectors are eliminated or do not exist.
Are there any credits supplied to certain sectors at subsidized rates?
Coded as 0 when banks have to supply credits at subsidized rates to certain sectors.
Coded as 1 when the mandatory requirement of credit allocation at subsidized rates is eliminated or banks do not have to supply credits at subsidized rates.
These three questions’ scores are summed as follows: fully liberalized = 4, largely liberalized = 3, partially repressed = 1 or 2, and fully repressed = 0.
Are there any aggregate credit ceilings?
Coded as 0 if ceilings on expansion of bank credit are in place. This includes bank-specific credit ceilings imposed by the central bank.
Coded as 1 if no restrictions exist on the expansion of bank credit.
The final subindex is a weighted average of the sum of the first three categories (with a weigh of ), and of the last category (with a weigh of ¼).
Deposit rates and lending rates are separately considered, in coding this measure, in order to look at the type of regulations for each set of rates. They are coded as being government set or subject to a binding ceiling or floor (code = 0), fluctuating within a band (code = 1) or freely floating (code = 2). The coding is based on the matrix in Table A1.
To what extent does the government allow foreign banks to enter into a domestic market?
This question is coded to examine whether a country allows the entry of foreign banks into a domestic market; whether branching restrictions of foreign banks are eased; to what degree the equity ownership of domestic banks by nonresidents is allowed.
Coded as 0 when no entry of foreign banks is allowed; or tight restrictions on the opening of new foreign banks are in place.
Coded as 1 when foreign bank entry is allowed, but nonresidents must hold less than 50 percent equity share.
Coded as 2 when the majority of share of equity ownership of domestic banks by nonresidents is allowed; or equal treatment is ensured for both foreign banks and domestic banks; or an unlimited number of branching is allowed for foreign banks.
Does the government allow the entry of new domestic banks?
Coded as 0 when the entry of new domestic banks is not allowed or strictly regulated.
Coded as 1 when the entry of new domestic banks or other financial institutions is allowed into the domestic market.
Are there restrictions on branching?
Coded as 0 when branching restrictions are in place.
Coded as 1 when there are no branching restrictions or if restrictions are eased.
Does the government allow banks to engage in a wide rage of activities?
Coded as 0 when the range of activities that banks can take consists of only banking activities.
Coded as 1 when banks are allowed to become universal banks.
These four questions’ scores are summed as follows: fully liberalized = 4 or 5, largely liberalized = 3, partially repressed = 1 or 2, and fully repressed = 0.
Is the exchange rate system unified?
Coded as 0 when a special exchange rate regime for either capital or current account transactions exists.
Coded as 1 when the exchange rate system is unified.
Does a country set restrictions on capital inflow?
Coded as 0 when restrictions exist on capital inflows.
Coded as 1 when banks are allowed to borrow from abroad freely without restrictions and there are no tight restrictions on other capital inflows.
Does a country set restrictions on capital outflow?
Coded as 0 when restrictions exist on capital outflows.
Coded as 1 when capital outflows are allowed to flow freely or with minimal approval restrictions.
These three questions’ scores are summed as follows: fully liberalized = 3, largely liberalized = 2, partially repressed = 1, and fully repressed = 0.
Privatization of banks is coded as follows:
Fully liberalized if no state banks exist or state-owned banks do not consist of any significant portion of banks and/or the percentage of public bank assets is less than 10 percent.
Largely liberalized if most banks are privately owned and/or the percentage of public bank assets is from 10 to 25 percent.
Partially repressed if many banks are privately owned but major banks are still state-owned and/or the percentage of public bank assets is 25 to 50 percent.
Fully repressed if major banks are all-state owned banks and/or the percentage of public bank assets is from 50 to 100 percent.
Has a country taken measures to develop securities markets?
Coded as 0 if a securities market does not exist.
Coded as 1 when a securities market is starting to form with the introduction of auctioning of treasury bills or the establishment of a security commission.
Coded as 2 when further measures have been taken to develop securities markets (tax exemptions, introduction of medium and long-term government bonds in order to build the benchmark of a yield curve, policies to develop corporate bond and equity markets, or the introduction of a primary dealer system to develop government security markets).
Coded as 3 when further policy measures have been taken to develop derivative markets or to broaden the institutional investor base by deregulating portfolio investments and pension funds, or completing the full deregulation of stock exchanges.
Is a country’s equity market open to foreign investors?
Coded as 0 if no foreign equity ownership is allowed.
Coded as 1 when foreign equity ownership is allowed but there is less than 50 percent foreign ownership.
Coded as 2 when a majority equity share of foreign ownership is allowed.
These two questions’ scores are summed as follows: fully liberalized = 4 or 5, largely liberalized = 3, partially repressed = 1 or 2, and fully repressed = 0. If information on the second subdimension was not available (which was the case for some low-income countries), the measure was coded using information on securities market development. If information on securities markets only was considered, a 0–3 scale was assigned based on the score on securities markets.
Has a country adopted a capital adequacy ratio based on the Basel standard? (0/1)
Coded as 0 if the Basel risk-weighted capital adequacy ratio is not implemented. Date of implementation is important, in terms of passing legislation to enforce the Basel requirement of 8 percent capital adequacy ratio (CAR).
Coded as 1 when Basel CAR is in force. (Note: If the large majority of banks meet the prudential requirement of an 8 percent risk-weighted capital adequacy ratio, but this is not a mandatory ratio as in Basel, the measure is still classified as 1.) Prior to 1993, when the Basel regulations were not in place internationally, this measure takes the value of 0.
Is the banking supervisory agency independent from executives’ influence? (0/1/2) A banking supervisory agency’s independence is ensured when the banking supervisory agency can resolve banks’ problems without delays. Delays are often caused by the lack of autonomy of the banking supervisory agency, which is caused by political interference. For example, when the banking supervisory agency has to obtain approval from different agencies such as the ministry of finance in revoking or suspending licenses of banks or liquidating banks’ assets, or when the ultimate jurisdiction of the banking supervisory agency is the ministry of finance, it often causes delays in resolving banking problems. In addition to the independence from political interference, the banking supervisory agency also has to be given enough power to resolve banks’ problems promptly.11
Coded as 0 when the banking supervisory agency does not have an adequate legal framework to promptly intervene in banks’ activities; and/or when there is the lack of legal framework for the independence of the supervisory agency such as the appointment and removal of the head of the banking supervisory agency; or the ultimate jurisdiction of the banking supervision is under the ministry of finance; or when a frequent turnover of the head of the supervisory agency is experienced.
Coded as 1 when the objective supervisory agency is clearly defined and an adequate legal framework to resolve banking problems is provided (the revocation and the suspension of authorization of banks, liquidation of banks, and the removal of banks’ executives, and so on) but potential problems remain concerning the independence of the banking supervisory agency (for example, when the ministry of finance may intervene into the banking supervision in such as case that the board of the banking supervisory agency board is chaired by the ministry of finance, although the fixed term of the board is ensured by law); or although clear legal objectives and legal independence are observed, the adequate legal framework for resolving problems is not well articulated.
Coded as 2 when a legal framework for the objectives and the resolution of troubled banks is set up and if the banking supervisory agency is legally independent from the executive branch and actually not interfered with by the executive branch.
Does a banking supervisory agency conduct effective supervisions through on-site and off-site examinations? (0/1/2)
Conducting on-site and off-site examinations of banks is an important way to monitor banks’ balance sheets.
Coded as 0 when a country has no legal framework and practices of on-site and off-site examinations is not provided or when no on-site and off-site examinations are conducted.
Coded as 1 when the legal framework of on-site and off-site examinations is set up and the banking supervision agency have conducted examinations but in an ineffective or insufficient manner.
Coded as 2 when the banking supervisory agency conducts effective and sophisticated examinations.
Does a country’s banking supervisory agency cover all financial institutions without exception? (0/1)
If some kinds of banks are not exclusively supervised by the banking supervisory agency or if offshore intermediaries of banks are excluded from the supervision, the effectiveness of the banking supervision is seriously undermined.
Coded as 1 when all banks are under supervision by supervisory agencies without exception.
Coded as 0 if some kind of financial institutions are not exclusively supervised by the banking supervisory agency or are excluded from banking supervisory agency oversight.
These questions’ scores are summed as follows: highly regulated = 6, largely regulated = 4 or 5, less regulated = 2 or 3, not regulated = 0 or 1.
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Ceyhun Bora Durdu and Serdar Sayan*
This paper analyzes the implications of remittance fluctuations for various macroeconomic variables and sudden stops. The paper employs a quantitative two-sector model of a small open economy with financial frictions calibrated to Mexican and Turkish economies, two major recipients, whose remittance receipts feature opposite cyclical characteristics. We find that remittances dampen business cycles in Mexico, whereas they amplify the cycles in Turkey. Their quantitative effects in the long run, approximated by the stochastic steady state, are mild. In the short run, however, remittances have quantitatively large impacts on the economy, when the economy is borrowing-constrained. This is because agents in the economy cannot adjust their precautionary wealth to sudden tightening in credit, and hence, fluctuations in remittances get magnified through an endogenous debt-deflation mechanism. The findings suggest that procyclical (or countercyclical) remittances can play a significant deepening (or mitigating) role for sudden stops. [JEL F41, F32, E32]
Officially recorded migrant remittances received by developing countries increased to $250 billion in 2007, representing a 50 percent increase in just three years since 2005 by the World Bank estimates.1 Thanks to this fast growth, the total amount officially received by the developing world has more than tripled in nominal terms since the beginning of this decade. This growth has been visibly faster than the growth of private capital flows and official development assistance (ODA), enabling remittances to eventually surpass nonforeign direct investment (FDI) (private debt and portfolio equity) and ODA flows, and to almost catch FDI receipts in magnitude as of 2004.2 As a result, remittances have become a more important source of foreign exchange than private capital flows, ODA, and even FDI for many developing countries. Popular stance in the policy circles and the academic literature is to view this rapid growth as a generally positive development for developing economies on account of the following:
1. In contrast to other capital flows, remittances do not create any liabilities such as debt servicing or profit transfers in the future.
2. Remittance flows are usually more stable than private capital flows including FDI (Ratha, 2003; Buch and Kuckulenz, 2004).
3. Remittances could serve as macroeconomic stabilizers, as it is often argued, because migrant workers are likely to increase the amounts transferred to help family members left behind, whenever the economic activity back home slows down (UNCTAD, 2006; World Bank, 2006a and 2006b).
4. Remittance receipts may promote entrepreneurship, investment in physical capital and human capital formation, by helping relax borrowing constraints facing family members that stayed home (Yang, 2008).
Yet, whether high remittance receipts are always a blessing depends on the nature of comovements, if any, between business cycles in the home countries of migrants and cyclical fluctuations in the remittance flows. Remittances will move countercyclically to output fluctuations in the home countries of migrant workers, if the dominant motivation behind their remitting decisions is to contribute to the financing of consumption expenditures of family members left behind (the so-called altruistic consumption-smoothing motive).3 However, an increasing number of studies after Sayan (2004) have pointed out the possibility of procyclical remittances due to investment or portfolio-diversification motive—see Lueth and Ruiz-Arranz (2007) and papers cited therein.4
Regardless of the underlying motivation to remit, remittances could be a blessing, if they move counter to home country business cycles, as they will then serve as macroeconomic stabilizers against cyclical contractions or sudden stops (see Bugamelli and Paternò, 2005). If they are procyclical, on the other hand, they could be a setback, as the drops in remittance receipts observed during cyclical contractions or sudden stops would magnify the damage resulting from such contractions or stops. Answers to how effective countercyclical or procyclical remittance flows could be in lowering or increasing the amplitude of macroeconomic fluctuations depend on several factors and are less obvious. In addition to the nature of comovements between remittance fluctuations and business cycles, the response time of remittances to business cycle movements, and the share of remittances in gross domestic product (GDP) need to be taken into consideration while answering this question. Likewise, the quantitative effects that remittance fluctuations could have on different macroeconomic variables during sudden stops experienced by the recipient economies need to be investigated quantitatively, using an appropriate model that captures general equilibrium interactions between key macroeconomic variables.
We aim to shed light on these issues by examining the effect of remittance flows with opposite cyclical characteristics on different macroeconomic aggregates and sudden stops.5 For this purpose, we introduce remittances into the small open economy model of Mendoza (2005) and calibrate it to the data for the Mexican and Turkish economies, two major recipients which differ with regard to the way remittance receipts respond to respective home country business cycles. Remittances are procyclical in Turkey, whereas they are countercyclical in Mexico, as thoroughly discussed by Sayan and Tekin-Koru (2008a).
The model features a tradable sector and a nontradable sector in which the liabilities are denominated in units of tradable goods (that is, liabilities are dollarized), and agents face a borrowing constraint in international capital markets. Foreign debt is partially leveraged through income generated in the nontradable sector. Interaction of these two frictions, that is, liability dollarization and the borrowing constraint, creates a debt-deflation mechanism that mimics the key features of sudden stops experienced by both Mexico and Turkey. In the absence of remittances, a shock to the economy making the borrowing constraint binding leads to a decline in tradable consumption and relative price of nontradables. The decline in relative price of nontradables tightens the constraint even further because the collateral value of nontradable income becomes lower. Further tightening of the borrowing constraint creates a feedback mechanism, which eventually leads to a collapse in consumption and relative price of nontradables and reversals in current account.6 Using this model, we quantitatively explore how important the remittance fluctuations are to countries where they move countercyclically and procyclically to domestic business cycles, and investigate possible effects of these fluctuations on sudden stops experienced by such countries.
Our results indicate that remittances dampen the business cycles in the Mexican economy, whereas they deepen the cycles in the Turkish economy as expected. Their quantitative effects in the long run approximated by the stochastic steady state are rather mild, and do not significantly depend on whether the economy is borrowing constrained or not.7 In the short run, however, remittances can have quantitatively large impacts on the macroeconomy, if the borrowing constraints are binding. In the short run, agents in the economy cannot adjust their precautionary wealth to sudden tightening of credit, causing small remittance shocks to the economy to get magnified through the endogenous debt-deflation mechanism.
We quantify the short-run impact effects of remittance fluctuations using forecasting functions.8 We compare the impact effect of income shocks with and without the accompanying remittance shocks. In the Turkish case, a one-standard-deviation negative remittance shock that accompanies a one-standard-deviation income shock magnifies the decline in tradable consumption by 2 percent and the reversal in current account-GDP ratio by 3 percentage points. In the Mexican case, a one-standard-deviation positive remittance shock that follows the negative income shock smoothes the decline in tradable consumption by 1.4 percent and decreases the reversal in the current account-GDP ratio by 2 percentage points. These results suggest that remittances can have significant amplifying, in the case of procyclical remittances, or smoothing, in the case of countercyclical remittances, effects on sudden stops.
Despite their significance, the current literature lacks studies on such effects of remittances except through cross-country regressions (see Bugamelli and Paternò, 2006).9 Furthermore, the existing studies largely focus on the effects of countercyclical remittances on the volatility of output, consumption, and investment in the recipient countries (see IMF, 2005), and overlook the macroeconomic effects of procyclical remittance flows that individual countries such as Turkey may receive. This paper provides a first look at these issues using a dynamic stochastic general equilibrium model with sudden stops.10 In addition to our work, there are a limited number of studies that use a stochastic general equilibrium framework to explore the effects of remittances on different macroeconomic variables in small open economy settings, but none of them focuses on sudden stops. Chami, Cosimano, and Gapen (2006) and Jansen, Naufal, and Vacaflores (2007) investigate the effects of remittances on key macroeconomic variables, and the conduct of fiscal/monetary policies by using the same countercyclical specification which relates changes in remittances to output so that they would increase when there is a downturn in the recipient economy. Acosta, Lartey, and Mandelman (2007) consider the effects of altruistically motivated (countercyclical) and investment oriented (procyclical) remittances separately but in contrast to the present study, they focus on the effects of remittances through their potential to cause Dutch disease.
Prior to these studies, Chami, Fullenkamp, and Jahjah (2003) used a model with micro foundations to formalize the argument about the altruism of migrants as the underlying reason for the countercyclicality of remittances, and backed this theoretical result with panel data evidence indicating that remittances respond negatively to changes in output. Later, other studies such as IMF (2005); Mishra (2005); and World Bank (2006a and 2006b) presented additional evidence indicating a negative relationship between output and remittance receipts. Yet, the first look in the literature by Sayan (2004) at the comovements between the cyclical components (defined as deviations from trend) of home country output and remittances series produced different results. Using quarterly time series data on remittances sent home by Turkish workers in Germany, Sayan (2004) found that remittance receipts of Turkey from Germany were procyclical.11
More recently, Sayan and Tekin-Koru (2008a) considered the cyclical behavior of Turkish remittances from Germany and Mexican remittances from the United States in a comparative study. Using quarterly data covering the 1980s onward, they found that remittance receipts of Mexico from the United States were synchronously countercyclical to the business cycle in Mexico, whereas Turkish remittances were again procyclical and followed the business cycle in Turkey with a one-quarter lag.12
In addition to the literature on remittances, our work is also related the literature on business cycle fluctuations in small open economies as exemplified by the works of Durdu, Mendoza, and Terrones (forthcoming); Durdu (2009); Durdu and Mendoza (2006); Neumeyer and Perri (2005); Kose (2002); and Mendoza (1991 and 2002 and 2005). Mendoza (1991) provides a workhorse quantitative small open economy model that accounts for the aggregate fluctuations in small open economies. Kose (2002) extends this model to explore the importance of world price shocks and fluctuations in world interest rates on business cycles of small open economies. Neumeyer and Perri (2005) focus on the importance of world interest rates in driving business cycles. Our paper relates to this first group of papers by shedding some light on the business cycle implications of remittance fluctuations. Mendoza (2002 and 2005), among others, emphasizes the role of frictions in the world capital markets and accounts for the observed features of sudden stops. Durdu (2009) examines how hedging and self-insurance options and their implications for sudden stops are affected if the agents have access to GDP-indexed credit contracts. This paper contributes to this literature by examining the quantitative importance of remittance fluctuations on sudden stops by employing the features used in those studies.
We introduce remittances to the two-sector small open economy model of Mendoza (2005). Foreign debt is denominated in units of tradables and imperfect credit markets impose a borrowing constraint that limits external debt to a share of the value of total income in units of tradables.
Representative households receive stochastic exogenous remittances denoted Rem; a stochastic endowment of tradables and a non-stochastic endowment of nontradables, which are denoted
YT and yN, respectively.
and
are respective shocks to the remittances and tradables endowments. Households derive utility from aggregate consumption (c), and they maximize the following stationary cardinal utility function:
Functional forms are given by
The instantaneous utility function is in constant relative risk aversion (CRRA) form with an intertemporal elasticity of substitution value of 1/σ. Aggregate consumption is given by a constant elasticity of substitution (CES) function, where 1/(1 + μ) is the elasticity of substitution between consumption of tradables and nontradables and where ω is the CES weighing factor. exp is an endogenous discount factor that is introduced to induce stationarity in consumption and asset dynamics. γ is the elasticity of the subjective discount factor with respect to consumption.13
The households’ budget constraint is
where bt is current bond holdings, (1 + r) is the gross return on bonds, and is relative price of nontradables. Notice that bond returns are denominated in units of tradables, whereas they are partially financed by income earned in nontradable sector, that is, liabilities are dollarized.
In addition to the budget constraint, foreign creditors impose the following borrowing constraint, which limits debt issuance as a share of total income at period t not to exceed κ. Moreover, the bond holdings cannot be lower than a minimum level, Ω:14
The borrowing constraint takes a similar form to those used in the sudden stops literature (see Mendoza, 2005; Caballero and Panageas, 2003). The interaction of the borrowing constraint with the liability dollarization induces a debt-deflation mechanism that amplifies the shocks to the economy (see Mendoza (2005) for further details.)
The optimality conditions can be summarized as follows:
along with the budget constraint (equation (4)), the borrowing constraint (equation (5)), and the standard Kuhn-Tucker conditions. υ and λ are the Lagrange multipliers of the borrowing constraint and the budget constraint, respectively. Uc is the derivative of lifetime utility with respect to aggregate consumption. is the CES price index of aggregate consumption in units of tradable consumption, which equals
. Equation (6) is the standard Euler equation equating marginal utility at time t to that at time t + 1. Equation (7) equates the marginal rate of substitution between tradables consumption and nontradables consumption to the relative price of nontradables.
This endowment economy model is certainly not less powerful than a model with capital accumulation in terms of its capacity to explain sudden stop dynamics. One needs an amplification mechanism to generate sudden stop dynamics, and the amplification is generated through the interaction of the borrowing constraint with the relative price of nontradables in our setup. This amplification can alternatively be generated through the borrowing price of capital in a model with capital accumulation. Given that the magnitude of the amplification in this endowment economy is as high as the one with capital accumulation (see Durdu, Mendoza, and Terrones, forthcoming; Mendoza, 2002 and 2005), however, we opt for the simpler endowment economy setup.
Concerning the cyclical characteristics of remittances, we take the pro- or countercyclical nature of the remittances in Turkey and Mexico as given by the data (see Figures 1 and 2) and analyze their implications on macro-economic aggregates, instead of delving into possible reasons and different motivations to remit underlying these characteristics. Sayan (2006), for example, points out that how much to remit is a complex decision involving many other factors than the migrants’ altruistic desire to help family members smooth their consumption, and different variables driving remittance behavior might be differently affected by the state of economic activity over home country business cycles.15
Figure 1. Business Cycles in Turkey
Sources: IMF, International Financial Statistics; Central Bank of Turkey.
Note: Data are quarterly seasonally adjusted real series in constant local currency units. Consumption, GDP, and remittance data are logged and filtered using an HP filter with a smoothing parameter value of 1,600. The figure shows deviations from trend for these variables over the sample period.
Figure 2. Business Cycles in Mexico
Sources: IMF, International Financial Statistics; Central Bank of Mexico.
Note: Data used in the figure are quarterly seasonally adjusted real series in constant local currency units. Consumption, GDP, and remittance data are logged and filtered using an HP filter with a smoothing parameter value of 1,600. The figure shows deviations from trend for these variables.
The response of remittance flows to cyclical fluctuations in economic activity at home is indeed likely to be different, when remittances are primarily motivated by the differences in rates of return to savings in home and host countries of migrant workers (investment or portfolio-diversification motive). In such a case, upturns in economic activity may be associated with an increase in remittance receipts of the home country economy, whereas a downturn may lower these receipts, producing a procyclical remittance behavior. Thus, the response of remittance flows to cyclical output movements may differ, depending upon whether investment (or portfolio-diversification) motive is stronger than the altruistic consumption-smoothing motive for the migrant workers from different countries. Furthermore, which motive is stronger may change over time as the migrants’ ties with relatives back home get weaker—due to increasing duration of stay in the host country and/or reunification of the migrants and immediate family members in the country of employment, and so on (Sayan and Tekin-Koru, 2008b). The passage of time may also allow remittance-receiving households to save enough to switch from wage earners to small entrepreneurs, possibly causing the remittance behavior of the family members abroad to change. Such a change in the labor force participation status of recipient households may also occur due to savings made possible by positive remittance shocks, because such remittance shocks often serve to relax borrowing constraints facing households in developing countries as argued by Yang (2008).16
The next section presents the results of a series of numerical exercises that explore the implications of remittance fluctuations.
The recursive representation of the households’ problem can be formulated as follows:
s.t.
Here, B = {b1 < … <bNB} is the endogenous state space. is the exogenous state space, which follows a joint Markov process with known vectors of realization. To approximate the Markov process for those exogenous shocks, we first estimate a vector-autoregression (VAR) of tradable output and remittance series. Then, we estimate the Markov transition matrix using Tauchen and Hussey’s (1991) quadrature procedure. The VAR representation of the system can be summarized as follows:
where
We calibrate the model to both Turkish and Mexican economies. Statistics in Table 1 suggest that the remittance fluctuations are procyclical in Turkey, whereas they are countercyclical in Mexico. The parameter values are summarized in Table 2. Parameters common for both countries are relative risk aversion parameter, which is set to 2; world interest rate, which is set to the quarterly equivalent of 6.5 percent, and the elasticity of substitution between tradable and nontradable goods, which is set to 0.316 following the estimates of Ostry and Reinhart (1992). The relative price of nontradables and mean tradable endowments are normalized to 1 for both countries. The rest of the parameters are country specific as summarized in the table. The estimated VAR coefficients for Turkey are
Table 1. Business Cycle Facts for Mexico and Turkey
Sources: Bank of Mexico; Central Bank of Turkey; IMF, International Financial Statistics.
Note: The data cover periods 1987:Q1–2004:Q4 for both Mexico and Turkey. Data are quarterly seasonally adjusted real series in constant local currency units. Consumption, GDP, and remittance data are logged and filtered using an HP filter with a smoothing parameter 1,600. Real exchange rates are calculated using the IMF definition (RERi = NERi × CPIi/CPIUS for country i). CAY = current-account-GDP ratio.
Table 2. Parameter Values
Note: This table shows the parameter values used in calibrating the model economies. The first column shows the parameters, the second column shows their values, the third column shows their definition, and the last column shows the source used in calculating those parameters. RBC=real business cycle; CES=constant elasticity of substitution.
with the standard deviation of the endowment shock equal to 0.035 and of the remittance shock equal to 0.207. The VAR coefficients for Mexico are
with the standard deviation of the endowment shock equals 0.027 and of the remittance shock equals 0.124.
We solve the stochastic simulations using value function iteration over a discrete state space. The state space spans [−5.0, 3.0] interval with 1,000 grid points for both calibrations to Mexico and Turkey. We employ the solution procedure described in Durdu (2009) and Mendoza (2002). We start with an initial conjecture for the value-function and solve the model without imposing the borrowing constraint. We then check whether the bond decision satisfies the borrowing constraint. If so, the solution is found and we calculate the implied value-function, which is then used as a conjecture for the next iteration. If not, we impose the borrowing constraint with equality and solve it again. Then, we calculate the implied value-function using the optimal bond holdings and iterate to convergence.
We divide the stochastic simulations into four sets. In the first set, which we call Baseline NB (for “nonbinding economy”), the borrowing constraint does not bind and the economy is hit by both endowment and remittance shocks. In the second set, which is labeled Baseline B, the economy is hit by both endowment and remittance shocks again, but it, now, faces a borrowing constraint. In the third set, the economy is hit by an endowment shock only, and the borrowing constraint does not bind. This set is labeled End. Shock NB accordingly. In the last set, called End. Shock B, the economy is hit by endowment shock only, and the borrowing constraint binds. These simulation exercises aim to shed light on how significant a role remittances play in macroeconomic fluctuations and sudden stops.
Figures 3 and 4 show the ergodic distribution of bond holdings in the binding economies with and without remittance shocks for Turkey and Mexico, respectively. Those figures illustrate that remittances shocks increase the precautionary savings for Turkey as the distribution for the Baseline B is more to the right compared with the distribution for End. Shock B. For Mexico, however, remittances shocks decrease the precautionary savings due to their countercyclical nature. Notice that the distribution for Baseline B for Mexico is to the left of End. Shock B.
Figure 3. Long-Run Distributions of Bond Holdings in the Binding Economy for Turkey
Source: Authors’ calculations.
Note: The figure shows the long-run distribution of bond holdings in the binding economy (B) with and without remittances shocks. The solid line shows the results for the baseline binding economy. The dashed line shows the results for the binding economy with endowment (End.) shocks only.
Figure 4. Long-Run Distributions of Bond Holdings in the Binding Economy for Mexico
Source: Authors’ calculations.
Note: The figure shows the long-run distribution of bond holdings in the binding economy (B) with and without remittances shocks. The solid line shows the results for the baseline binding economy. The dashed line shows the results for the binding economy with endowment (End.) shocks only.
Table 3 summarizes the long-run business cycle statistics for Turkey. In the nonbinding case, the elimination of procyclical remittance fluctuations reduces the volatility of consumption from 1.77 to 1.51 percent. In line with this change, the volatility of aggregate consumption, the volatility of relative price of nontradables, and the volatility of savings also decline. Procyclical remittance fluctuations lead to stronger comovement of consumption with income (compare, for instance, the correlation of tradable consumption with GDP standing at 0.72 in the baseline case with the respective correlation of 0.67 in the endowment shock only case). Overall, remittances fluctuations reduce welfare by 0.16 percent in the nonbinding case, and 0.27 percent in the binding case.17
Table 3. Long-Run Business Cycle Statistics of the Model Economy Calibrated to Turkey
Note: The first column shows the statistics in the model economy with nonbinding borrowing constraint and with both the endowment and remittance shocks, the second column shows the statistics in the model economy with binding borrowing constraint and with both the endowment and remittance shocks. The last two columns show the statistics for the respective economies with nonbinding and binding borrowing constraints but the endowment shocks only. Welfare calculations illustrate how remittance fluctuations affect welfare compared with the “endowment shock only”-case using a compensating variation metric.
The table also illustrates the strengthening effect of remittance fluctuations on precautionary savings. This strengthening effect arises because remittance fluctuations reduce the catastrophic income levels.18
Table 4 summarizes the long-run business cycle statistics for Mexico. Contrary to the Turkish case, remittance fluctuations dampen the cycles in the Mexican economy because of their countercyclical nature. In the non-binding case, volatility of consumption falls to 1.18 percent in the baseline case compared with the high of 1.40 percent in the economy with endowment shock only. In line with that result, correlation of tradable consumption with GDP increases from 0.74 in the baseline case to 0.78 in the economy with endowment shock only. Overall, the remittances fluctuations increase welfare by 0.0166 percent in the nonbinding economy and 0.0312 in the binding economy. As in the case for Turkey, imposition of the borrowing constraint does not change the direction of the changes as a result of remittance fluctuations.
Table 4. Long-Run Business Cycle Statistics of the Model Economy Calibrated to Mexico
Note: The first column shows the statistics in the model economy with nonbinding borrowing constraint and with both the endowment and remittance shocks, the second column shows the statistics in the model economy with binding borrowing constraint and with both the endowment and remittance shocks. The last two columns show the statistics for the respective economies with nonbinding and binding borrowing constraints but the endowment shocks only. Welfare calculations illustrate how remittance fluctuations affect welfare compared with the “endowment shock only”-case using a compensating variation metric.
Because emerging countries are typically borrowing constrained and the borrowing constraints in the economy get tighter on the eve of a financial crisis, an exogenous shock that can be smoothed with foreign borrowing can lead to a sudden stop in such economies. With occasionally binding borrowing constraints in place, our model can generate sudden stops, allowing us to explore how remittance fluctuations affect sudden stops by analyzing model dynamics.19 For this purpose, we use forecasting functions. To derive those functions, conditional on the economy being in a state in which the borrowing constraint binds, we first give a one-standard-deviation negative tradable endowment shock and derive the response in End. Shock NB economy. We then simultaneously give a one-standard-deviation negative endowment shock and a one-standard-deviation remittance shock and derive the response of the baseline NB economy. We choose the nature of remittance shocks by considering the opposing cyclical characteristics of remittances in Turkey and Mexico. We follow the same steps for the binding economies, as well. By taking the differences between these responses, we can calculate the additional response that remittance shocks trigger.
Figure 5 plots the conditional forecasting functions of aggregate consumption, tradable consumption, current account-GDP ratio, and relative price of nontradables for Turkey. In the nonbinding cases, additional (negative) remittance shocks trigger mild additional responses (notice how close solid lines in Figure 5 are to the zero line). In the binding cases, however, remittance shocks trigger much larger additional responses. For example, remittance shocks lead to around 2 percent additional decline in tradable consumption, around 8 percent additional decline in aggregate consumption, around 3 percent additional surplus in current account-GDP ratio, and 0.7 percent additional decline in relative price of nontradables. These results suggest that on the eve of a financial crisis, remittance shocks can have a significant effect on the economy, as the borrowing constraints in the economy get tighter and small additional shocks get magnified by a Fisherian debt deflation process (see Mendoza (2005) for further analysis of Fisherian debt deflation).
Figure 5. Conditional Forecasting Functions in the Model Economy Calibrated to Turkey
Source: Authors’ calculations.
Note: The figure shows the conditional forecasting functions for aggregate consumption, tradable consumption, current account-GDP (CAY) ratio, and relative price of nontradables (NT). The solid line shows the relative response in the nonbinding economy (NB) with both remittance and endowment (End.) shocks relative to the nonbinding economy with endowment shock only. The dashed line shows relative response in the binding economy (B) with both remittances and endowment shocks relative to the binding economy with endowment shock only.
Figure 6 plots the conditional forecasting function for Mexico. In this exercise, we compare the effect of a negative endowment shock alone with that of a negative endowment shock together with a positive remittance shock by considering the countercyclical nature of remittances in Mexico. In line with the results for the Turkish case, when the economy is not borrowing constrained, the remittance shocks do not alter the responses in the economy significantly. When the economy is borrowing constrained, however, positive remittance shocks provide a significant smoothing effect. For example, the positive remittance shock helps reduce the decline in tradable consumption by about 1.4 percent, that in aggregate consumption and relative price of nontradables by around 6 percent and 0.5 percent, respectively, while smoothing current account reversal by about 2 percentage points.
Figure 6. Conditional Forecasting Functions in the Model Economy Calibrated to Mexico
Source: Authors’ calculations.
Note: The figure shows the conditional forecasting functions for aggregate consumption, tradable consumption, current account-GDP (CAY) ratio, and relative price of nontradables (NT). The solid line shows the relative response in the nonbinding economy (NB) with both remittance and endowment (End.) shocks relative to the nonbinding economy with endowment shock only. The dashed line shows relative response in the binding economy (B) with both remittances and endowment shocks relative to the binding economy with endowment shock only.
Recently presented evidence indicates that remittances sent home by Turkish workers abroad move in the same direction as the business cycles in Turkey, whereas remittance receipts of Mexico are countercyclical. Given the procyclicality of remittances received by Turkey, drops in the amounts remitted by migrant Turkish workers during or shortly after cyclical contractions in Turkish GDP will tend to fan the flames of a crisis in the Turkish economy, whereas countercyclical remittances from migrant Mexican workers will tone down a crisis in the Mexican economy. Yet, the existing literature is largely silent about the magnitude of the effects of remittances on cyclical volatility of output and other macroeconomic variables, as well as sudden stops, particularly in the case of countries whose remittance receipts fluctuate procyclically.
This paper aimed to close this gap in the literature by exploring the effects of migrants’ remittances flows with opposite responses to business cycle fluctuations in the recipient economies on key macroeconomic aggregates and sudden stops experienced by these countries. For this purpose, we considered Mexico and Turkey, two emerging economies that rank among the major recipients of remittances, whose receipts are countercyclical and procyclical to home business cycles, respectively. We employed a general equilibrium framework with a tradable and a nontradable sector to model small open economies of Mexico and Turkey. We allowed for dollarization of the liabilities and let agents face a borrowing constraint in international capital markets for added realism in capturing the common structural characteristics of Mexican and Turkish economies. After calibrating this model to the data for each economy, we ran four different simulation experiments involving an endowment and a remittance shock for each country, under binding and nonbinding borrowing constraint scenarios. Our results indicated the following:
Remittances dampen the cycles in Mexico, whereas they amplify the cycles in Turkey.
Long-run effects of remittances do not significantly depend on the existence of borrowing constraints, but their short-run effects depend on whether the economy is borrowing constrained or not.
Fisherian debt-deflation can magnify the effects of fluctuations in remittances in the short run in both countries.
Countercyclical (or procyclical) remittance fluctuations can help to reduce precautionary savings by increasing (or reducing) catastrophic income levels.
On the eve of a financial crisis, remittances packages received from abroad could significantly reduce (or increase) the impact effect of financial crises if the remittances are countercyclical (or procyclical), implying that it could indeed pour, when it rains in the case of procyclical remittances (as Kaminsky, Reinhart, and Végh put it in their 2004 study on procylical capital flows).
These findings provide a rationale for the importance of remittances in mitigating macroeconomic fluctuations and sudden stops. While helping to close an important gap in the literature, our study did not explore the migrants’ decision on how much and when to remit, that is, what makes remittances procyclical or countercyclical. We rather took those cyclical properties of remittance fluctuations as given and looked at their implications. To derive these properties, we would need to endogenize the altruistic motives for remittance decisions. Albeit interesting, this task is left for further research.
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The relationship between structural reforms and foreign direct investment (FDI) inflows is complex because different reforms have different impacts and because their complementarities have important yet imperfectly understood effects on FDI inflows. The objective of this paper is to try to extricate these effects, focusing on the dynamics of privatization, trade, and financial liberalization in a large yearly panel of developing countries (Latin America and transition economies) for the period from 1989–2004. The main finding is that of a strong relationship of reforms to FDI and, especially, of financial liberalization. We subject our results to various sensitivity tests and find they are robust to different measures of reforms, split samples, panel estimators (fixed-effects, system generalized method of moments, and differences-indifferences), as well as to endogeneity and omitted variables concerns. [JEL F41, F32, E32]
Foreign direct investment (FDI) is an important component of financial globalization. Although the literature still lacks consensus on the benefits of financial globalization, FDI is believed to be one of the most important channels through which those benefits are delivered (Prasad and others, 2003). FDI is also considered to be the least volatile form of capital flows making countries less vulnerable to sudden stops (Kose and others, forthcoming). Against this background, many countries consider attracting FDI. Thus, an important policy question is what factors drive FDI to particular destinations.
This paper attempts to revisit the question on the determinants of FDI inflows with a novel focus on the role of structural reforms. We construct a panel data set for 19 Latin American countries and 25 transition economies from 1989 to 2004.1 In both regions, massive structural reforms were undertaken in this period. In most countries in the two regions, financial markets were liberalized, trade barriers were greatly reduced, and state-owned enterprises privatized.
From the point of view of foreign investors, successful implementation of structural reforms by the host government is a positive signal as it implies less investment risk. Thus, the progress of structural reforms can be an impetus to strong foreign investment flows and it can generate real benefits (beyond being a mere signal) to foreign investors by affecting the key parameters upon which the decision to invest in a foreign country is taken.
Despite its relevance, there exists little research relating FDI flows and structural reforms. One of the main reasons for this is the paucity of comparable data across countries and regions on structural reforms.2 One contribution of this paper is the construction of various structural reform indicators (privatization, trade liberalization, and financial reform) that are comparable across countries in more than one region and are defined consistently over time.3 In transition economies, the collapse of the socialist and import-substitution systems provided myriad investment opportunities. Many of these economies were industrialized and could count on a relatively cheap yet educated workforce. FDI was perceived as an important catalyst for the technological advancement necessary to make them competitive in the international market. Yet these high hopes for FDI contrast sharply with the reduced role governments in transition economies allowed for foreign investors during the privatization process (with few exceptions such as Hungary) as well as against the backdrop of unexpectedly large falls in output per capita and extended recessions (Campos and Coricelli, 2002).
The period of our analysis for Latin America corresponds roughly to the one Anne Krueger calls “a decade of disappointment” (Singh and others, 2005). At the same time, the 1990s in Latin America were a decade of intense structural reform. The first years of the decade saw the implementation of various major macroeconomic stabilization programs that were successful after much trial and error, with the notable exception of Brazil where stabilization succeeded only in 1994 with Plano Real. Macroeconomic stability paved the way for the adoption, implementation, and deepening of important structural reforms. Despite massive reform programs, the period is said to be disappointing because the growth payoffs turned out to be low and came accompanied by severe financial crises.4
Our main finding is that of a strong relationship from structural reforms to FDI. Among the structural reforms considered in the study, we find a stronger effect on FDI from financial sector reforms than from privatization and trade liberalization, suggesting that foreign investors do value highly a host country’s financial system that is able to allocate capital efficiently, monitor firms, ameliorate, diversify and share risk, and ultimately mobilize savings.
These results give rise to a “paradox of finance”: why do multinational firms that clearly are not financially constrained systematically invest in countries in which such constraints are less binding? One explanation is that financial development may be a precondition to the maximization of the benefits of spillovers, via backward linkages, to foreign investors. This is because financial reform benefits the network of suppliers these foreign firms need in order to succeed in the host economy. This is also consistent with the notion that foreign investors often fail to bring with them all the capital needed to take control of a domestic company and thus tend to finance an important share of their investment in the domestic financial markets (Kindleberger, 1969; Graham and Krugman, 1991).
Further, our finding on the relative importance of financial reforms on FDI qualifies and reinforces previous findings. For example, Alfaro and others (2004) examine the links among FDI, financial development, and economic growth and find that countries with well-developed financial markets are able to generate a higher growth payoff from FDI. Similarly, Prasad, Rajan, and Subramanian (2007) argue that absorptive capacity, measured by financial development of the recipient country, is a precondition to the benefits of foreign capital inflows to higher growth. Our results support and extend these findings by suggesting that financial reform is not only more important than financial depth (the size of the financial sector), but also financial reform is more important than other structural reforms, such as trade reform and privatization.
In addition to financial liberalization and, to a lesser extent, privatization we also find that foreign investors are attracted to countries with more stable macroeconomic environment, higher levels of economic development, and better infrastructure. We subject our results to an extensive set of sensitivity tests and find they are robust to different measures of reforms, split samples, panel estimators (fixed-effects, system generalized method of moments (GMM), and differences-in-differences) as well as endogeneity and omitted variables concerns. Our regression results also hold up well after the inclusion of institutional variables.5
The considerable theoretical work on the determinants of FDI centers on ownership advantages, location advantages, and benefits of internalization (Dunning, 1993; Caves, 1996). Past studies can be classified largely into two groups. One focuses on an analysis of the determinants endogenous to the multinational investing firm such as the size of the firm and R&D intensity, and asks why a firm becomes a foreign investor. The other group examines factors exogenous to the foreign investors, namely, location advantages of the host country such as market size and labor cost.6 In the rest of the section we focus on the latter group as this paper examines the determinants of FDI that are exogenous to the investor but endogenous to the host country.
What are the factors that attract FDI? The literature indicates that the key locational determinants are the classical sources of comparative advantages of the host country. Firms choose the investment site that minimizes the cost of production.7 Notably, host country’s market size and relative factor prices (that is, natural resources, labor cost, and human capital) all affect the expected profitability of foreign investment. Wheeler and Mody (1992) find that infrastructure availability is an important attribute for foreign investors in the United States. Also, they find the past stock of foreign investment is important in explaining FDI inflows. The riskiness of investment in terms of economic and political environment also affects the expected returns to the investment. In this respect, greater macroeconomic and political stability of the host country could attract more foreign investment (Bevan and Estrin, 2000). It is also often argued that FDI and trade openness can be positively related as FDI flows can be considered complementary to trade flows (Caves, 1996; Singh and Jun, 1996).
A number of recent works examine FDI to the transition economies. Bevan and Estrin (2000) and Resmini (2000) examine the drivers for FDI into 11 transition countries in pooled and panel settings, respectively. They put forward the notion that the prospect of European Union membership played an important role in attracting export-platform FDI. Garibaldi and others (2001) examine the overall level as well as the composition of private capital flows. They find that FDI allocation across countries is well explained in terms of macroeconomic and initial condition variables. Campos and Kinoshita (2003) examine FDI determinants, expanding the set of host countries to 25 transition countries in a GMM framework and stressing the importance of institutions in foreign investors’ locational decision. More recently, Demekas and others (2007) try to explain FDI flows into Southeastern European countries within the gravity framework.
The work on the determinants of FDI in Latin American countries is also vast. De Gregorio (1992) examines the impact of FDI on long-term growth in a large number of Latin American countries and finds that FDI is three to six times more efficient than total investment. Bengoa and Sanchez-Robles (2003) find that the overall level of economic freedom, economic stability, and the level of human capital are important determinants of FDI for a sample of Latin American countries. More closely related to our study, Trevino, Daniels, and Arbeláez (2002) examine the effects of three types of reforms—microeconomic, macroeconomic, and institutional—on FDI inflows in seven Latin American countries between 1998 and 1999. They report that the most significant factors explaining FDI inflows are the level of GDP, privatization, and macroeconomic stabilization.
This study draws on the existing literature on the determinants of crosscountry FDI. Specifically, we test for three categories of the determinants. First, we look into traditional or classical factors such as market size, infrastructure, and macroeconomic environment. Second, we look at institutional factors. Third, we question whether structural reforms play a significant role in attracting foreign investors, especially in emerging economies.
In our baseline model, we specify FDI as a function of three main groups of variables: a set of classical determinants of FDI, structural reforms, and institutional quality. The baseline econometric model is as follows:
where Yit is the dependent variable which is measured as FDI over GDP (or as FDI per worker) in country i at year t.8Xit includes (1) the classical factors (market size, initial income level, natural resource abundance, infrastructure, inflation), (2) structural reform variables (depth of the financial market, banking sector efficiency, trade liberalization, privatization), and (3) institutional variables (quality of bureaucracy, executive constraints, rule of law). In addition, ηi represents unobservable country-specific attributes and Ƴt is a vector of time-specific effects (for example, time dummies).
It is a well-known concern in the literature that some of the regressors may be potentially endogenous or predetermined. For example, FDI might be attracted to a country that has a more liberalized financial market but at the same time financial liberalization may be enhanced by the presence of FDI. If we were to run the ordinary least squares (OLS) regression on (1), the estimate would be biased as the error term is correlated with Xs.
The main strategy to address this problem is to rely on fixed effects model estimation. By so doing, we control for unobserved country-specific fixed characteristics that might affect FDI inflows. Here we will estimate whether within country the progress in financial sector reforms is associated with greater FDI inflows. However, the fixed effects model yields biased OLS coefficients when endogeneity is severe.
In order to address concerns about the potential endogeneity of the regressors, we also report the system-GMM estimator. The Blundell-Bond (1998) estimator is arguably a superior approach to the Arellano-Bond difference-GMM as adding lagged differenced variables as instruments in the level equations may generate substantial efficiency gains when the time window is relatively short.9 Another advantage of the system-GMM estimation is its ability to identify the coefficients of time-invariant variables in the level equation (so that time dummies can be easily introduced).
System GMM also has advantages over the standard or difference IV estimates because as the length of the panel increases, so does the number of valid instruments. For equation (1), valid instruments are lagged levels of dependent variable, Yit—s where s≥2 and t = 3,4,…, T. If Xit is strictly exogenous, then ΔXit — s (for all s) can be used as additional instruments to increase the efficiency of the estimates.
Nevertheless, the GMM estimators also carry a risk arising from instrument proliferation. When a large set of instruments are collectively applied, even if individually valid, there is a risk of over-fitting endogenous variables and thereby the instruments are invalid in a finite sample (Bun and Windmeijer, 2007; Roodman, 2009). They also weaken the test of overidentifying restrictions.
With these caveats in mind, we estimate equation (1) first with OLS with country and time fixed effects, our preferred estimates, then with a system GMM estimator in order to address concerns about endogeneity and, finally, we report differences-in-differences results (under the synthetic counterfactuals heading below) that widely support our identification strategy.
The main reasons for foreign investors to choose a certain investment location can be explained in general by market-seeking and resource-seeking motives (Lipsey, 2006). If FDI is market-seeking, then a large host country’s market size and favorable growth prospects can be the main drivers of FDI. If it is resource-seeking, FDI is drawn to the location endowed with say abundant natural resources.
In order to test for these different hypotheses, we include various classical determinants of FDI as the first set of explanatory variables. Namely, we measure market size by log of GDP. If investment decisions are of market-seeking nature (that is, sell in the local market), then we would expect this to be positive. Natural resources endowment may also be an important factor, particularly for resource-driven FDI. We use (log of) the percentage of fuel and natural gas in total exports as a proxy for natural resource dependence. Log GDP per capita captures the level of development across countries, which reflects among other things differences in initial conditions. Inflation is our proxy for macroeconomic stability. We expect a negative sign on the coefficient of (log) inflation as low inflation is perceived by foreign investors as a favorable signal and it should lead to more FDI. High-quality infrastructure is another factor that allures foreign investors to a country. We use (log of) the number of main telephone lines as our infrastructure variable. Availability of main telephone lines is important to facilitate communication and help integrate the domestic market and, given that other important elements of the national infrastructure (for instance, internet services) are often complementary to telephones lines, this variable provides a useful proxy for the quality of infrastructure in the host country.
A second set of explanatory variables includes those that are related to structural reforms: financial reform, trade liberalization, and privatization efforts. The recent literature on capital account liberalization argues that precommitment to structural reforms can encourage more stable and longer-term capital inflows to the host country (Forbes, 2006). In our view, these three are among the most important reforms that help bring in FDI to the host country. These variables are discussed in detail in Section II.
A third set of variables include various measures of institutional quality. In the context of FDI, institutions underpin local business operating conditions, but they differ from “physical” supporting factors such as communication infrastructure. Consider, for instance, the case in which a fair, predictable, and expedient judiciary, an efficient bureaucracy and less corruption may help attract FDI. On the other hand, as the recent literature of international trade argues, institutional quality may matter to the firm’s decision to choose FDI as a mode of entry as opposed to outsourcing because of the hold-up problem (Antras, 2003).10 If this is indeed the case, poor institutional quality would encourage more FDI, ceteris paribus.
Thus, the theories point to two possibilities regarding the role of institutions in affecting FDI inflows. Good institutions may increase or decrease FDI inflows depending on the sector and type of FDI the country receives. In the past, data limitations have impeded extensive testing of these ideas, constraining them to focus on just one aspect of the issue, normally corruption. In this paper, we examine an array of institutional features and try to assess their relative importance. The institutional quality variables used in this study are the rule of law, quality of bureaucracy, and executive constraints.
This section describes the data set we put together for this paper. The data set covers 19 Latin American and 25 transition economies from 1989 to 2004.11 Below we describe the FDI measures, the indices of financial reform, and of trade liberalization, the privatization index, and our various institutional measures (executive constraints, corruption, rule of law, and quality of the bureaucracy), as well as the additional control variables we use (such as natural resources, infrastructure, and market size).
The data on FDI are from the IMF’s International Financial Statistics. Figures 1 and 2 show FDI inflows over GDP and per worker, respectively. First, it is interesting to note that throughout the 1990s average FDI inflows (over GDP as well as per worker) to Latin American countries tend to be substantially larger than to transition economies, with this reversing only for two years of the whole period of analysis. For the years up to the East Asian crisis (1997–98), the behavior of the two series in the two regions is similar, both showing a rapid increase in FDI inflows. The East Asia crisis of 1997 quickly spilled over to Brazil and Russia (Kaminsky and Reinhart, 2000) but has acquired contrasting dynamics: Figures 1 and 2 show that, in Latin American countries, FDI inflows come to a halt and have yet to recover in GDP terms although they did recover in 2004 in per worker terms (Calvo, 2003), while for transition economies these effects seem milder with FDI inflows recovering two years after the crisis. The relatively small dip in 2002 in Latin America coincides with the Argentine crisis (2001–02).
Figure 1. Foreign Direct Investment (FDI) Inflows over GDP for the Latin American Countries (LAC) and Transition Economies (TEs)
(In billions of constant U.S. dollars)
Figure 2. Foreign Direct Investment (FDI) Inflows per Worker for the Latin American Countries (LAC) and Transition Economies (TEs)
(In billions of constant U.S. dollars)
We construct three reform indices comparable across regions and over time: financial sector reform, privatization, and trade liberalization.12 In so doing, one should differentiate reform efforts from reform outcomes.13 For instance, in discussions of trade liberalization, reform efforts based upon indicators of trade openness are common. Yet improvements in trade openness can be generated by myriad of reasons other than attendant changes in trade policy (for example, exchange rate movements, technological change, climate shocks, and changes in trade policy of major trading partners). A similar argument can be made for privatization: consider the use of the share of private sector in GDP. One of the main goals of our reform indices is to try to isolate the impact of reform efforts from that of reform outcomes, and to capture the former as much as possible.
We construct several indicators for financial sector reform: overall financial development and the efficiency of the banking sector.14 The source of our data is the February 2006 version of the World Bank’ Financial Structure Dataset (Beck, Demirgüç-Kunt, and Levin, 2000).15 This data set has been widely used in the financial liberalization literature as a main source for financial reform indicators (Beck, 2008).
Our first indicator reflects the depth of the financial market. For this, we use three underlying variables: the ratio of liquid liabilities to GDP, the ratio to GDP of credit issued to the private sector by banks and other financial intermediaries, and the ratio of commercial bank assets to the sum of commercial bank assets and central bank assets. We follow Lora (1998) to combine these variables into a single indicator by normalizing the underlying variables and equating the maximum for all countries and all years.16
The second indicator is the efficiency of the banking sector that is build upon two variables: the ratio of overhead costs to total bank assets and the net interest margin. Because larger values of these two variables are associated with a more inefficient financial sector, we adjusted the normalization above so that the larger values indicate more efficient financial intermediation.17
A critic may charge that our indices of financial intermediation, despite reflecting de facto policy changes, may capture more reform outcomes than reform efforts. In order to address this issue, we complement our analysis by using a set of de jure policy reform variables drawn from Abiad, Detragiache, and Tressel (2008). Notice that one main cost of using these data is a significant reduction in the country coverage.
To measure the extent of trade liberalization,18 We use data from the World Bank-UNCTAD’s World Integrated Trade Solution (WITS) system, for about 6,000 HS-6 digit product groups to calculate the average tariff (weighted by trade volumes) and standard deviations yearly and for each of the 44 countries in our sample.19
The measure of privatization reform efforts is based on recently constructed data on privatization proceeds by the World Bank (Kikeri and Kolo, 2005).20 This covers all privatization transactions in developing countries between 1990 and 2003. Privatization proceeds are defined as “all monetary receipts to the government resulting from partial and full divestitures (via asset sales or sale of shares), concessions, leases, and other arrangements” (Kikeri and Kolo, 2005, p. 2). Thus excluding management contracts, new green-field investments, and investments committed by new private operators as part of concession agreements.
On should note that these data do not fully reflect “voucher” privatization programs as these methods tend to generate little revenues for the government. This biases results from using this privatization index downwards. However, there are only a few countries that carried out extensive voucher privatization programs (for example, the Czech Republic, Russia) and excluding these does not affect our results below. Our data set also contains information on whether or not the buyer is foreigner (company, individual, or consortium). Thus, we construct a data series of government revenues from privatization that exclude all those transactions with a foreign buyer as well.
Host country institutions also influence investment decisions because they directly affect business operating conditions. The cost of investment consists of not only economic costs but also noneconomic costs such as bribery and time lost in dealing with bureaucracy and local authorities. To assess the institutional aspects of business operation conditions in the host country, we use two main data sources: Polity IV (2002) and the International Country Risk Guide (ICRG).21
From Polity IV, we use the extent of constraints on the executive power and the actual number of years the current regime has been in power (xconst and durable, respectively in the original sources). These measures have been used widely in the economics literature (for example, Acemoglu and Robinson, 2001).
From the ICRG, we use the indices of quality of the bureaucracy and the rule of law.22 These measures have also been used extensively in the economics literature (Gelos and Wei, 2005). The former is a 1 to 4 indicator reflecting the “autonomy from political pressure, institutional strength and quality of the bureaucracy” with higher ratings indicating a better bureaucracy along these lines. Also note that this measure is somewhat close to the corruption measure used by Wei (2000) and Wei and Shleifer (2000). High values for this variable implies good quality of bureaucracy and, thus, a lower cost for foreign investors as an honest government with transparent regulations is probably less likely to ask for bribes and side payments. The indicator for the rule of law is coded from 1 to 6 with higher ratings reflecting the effectiveness of the legal system.23 A higher score in the rule of law implies better legal institutions. We expect that countries with better legal infrastructure will be able to attract more FDI, everything else the same.
In addition to variables above, we also try to control for other traditional FDI determinants: market size, the level of development, macroeconomic stability, infrastructure, and natural resource abundance.
Depending on the motives for investment, investors value one factor over the other. For example, market-seeking investors will be attracted to a country with a large and fast-growing local market. Resource-seeking investors will favor a country with abundant natural resources, everything else constant. Efficiency-seeking investors will weigh more heavily geographical proximity to the home country, to minimize transportation costs.
Market-seeking FDI is mostly to serve the host country market. Market size is a measure of the size of potential demand in the host country. We expect FDI inflows (per worker and over GDP) to be greater in countries with larger domestic markets. For a proxy of market size, we follow the literature and use gross domestic product (in PPP terms), while the level of development is proxied by the level of real per capita GDP. The source of these two series is the IMF World Economic Outlook (WEO) database.
One indicator of a stable macroeconomic environment is price stability. Low inflation signals to investors the extent of government commitment and credibility. To proxy for stability, we use annual average inflation rates from WEO. Many transition and Latin American countries experienced high inflation after liberalizing prices in the late 1980s and early 1990s. Those countries that embarked on stabilization programs succeeded in bringing inflation under control rapidly. Thus, we expect that foreign investment, ceteris paribus, will be attracted to countries with lower inflation rates.
Also from WEO, we construct a measure of natural resources dependence which is the percentage of oil and natural gas in total exports. Countries that are natural resources abundant may attract foreign investment in those industries, possibly diverting investment from the manufacturing sector.24
Good infrastructure is an important factor for foreign investors to operate successfully, regardless of the type of FDI. Availability of main telephone lines is necessary to facilitate communication and we draw this information from the World Bank’s World Development Indicators.25
The objective of this section is to identify what factors explain the distribution of FDI across Latin American and transition economies for the period 1989–2004. The novelty of our study is to explicitly introduce structural reforms as determinants of FDI. We argue that the omission of such factor may have biased previous results.
As discussed earlier, the OLS estimates with country fixed effects are potentially prone to endogeneity bias. The alternative is to apply the system GMM, which also suffers from the possibility of overidentification. We thus present both the fixed effects model and system GMM in order to make up for possible shortcomings of each method.
Table 1 reports the regression results from the fixed effects model. The dependent variable is the ratio of FDI to GDP. As shown in columns 1 and 2, the results on the classical determinants of FDI are mostly consistent with the existing literature. Higher level of per capita income, stable macroeconomic environment reflected in low inflation, and high-quality infrastructure are positively related to FDI inflows. Note that the coefficient of resource abundance is negative, although not statistically significant.26
Table 1. Determinants of Foreign Direct Investment (FDI) Inflows in Latin American Countries (LAC) and Transition Economies (TE), 1989–2004
(Fixed-effects estimates)
Note: This table reports fixed-effects estimates for a panel of Latin American and transition economies from 1989 to 2004. The dependent variable is the ratio of FDI to GDP (in logs). The explanatory variables are GDP (in logs), per capita GDP (in logs), the annual inflation rate (in logs), the number of telephone lines as a proxy for quality of infrastructure (in logs), the share of fuel in total exports (in logs), an indicator for the institutional quality of the government bureaucracy, an indicator for the extent of the constraints faced by the executive branch of government, an indicator for the quality of the rule of law, an index of the depth of financial reform, an index of the efficiency levels of the domestic banking system, an index of the extent of trade reform carried out, and an index to the extent of the privatization efforts of the government. All regressions include a constant term which is not reported for the sake of space. Columns 1 to 5 report estimates for the combined panel, while column 6 reports estimates only for the Latin American countries and column 7 only for the transition economies. Heteroskedasticity robust standard errors are reported in brackets with ***, **, and * denoting significance at the 1, 5, and 10 percent level, respectively.
It is worth noting that the interpretation of market size on FDI requires some caution. Owing to a scaling factor on the dependent variable, the net effect of market size on FDI is equal to the reported coefficient of log(GDP) plus one. For example, in column 2 of Table 1, the reported coefficient of log(GDP) is −0.739 and thus the true effect of market size is 0.261 (= −0.739 + 1). This implies that the country with large market size indeed draws more FDI. Yet columns 3–6 show that this result is fragile: the coefficient is negative and its absolute value is greater than one, thereby, market size is negatively correlated with FDI inflows. The fragility of these results may be due to endogeneity problem. When we use GMM in Table 2, the effect of market size becomes consistently positive and significant.27
Table 2. Determinants of Foreign Direct Investment (FDI) Inflows in Latin American Countries (LAC) and Transition Economies (TE), 1989–2004
(System generalized method of moments estimates)
Note: This table reports system generalized method of moments estimates for a panel of Latin American and transition economies from 1989 to 2004. The dependent variable is the ratio of FDI to GDP (in logs). The explanatory variables are GDP (in logs), per capita GDP (in logs), the annual inflation rate (in logs), the number of telephone lines as a proxy for quality of infrastructure (in logs), the share of fuel in total exports (in logs), an indicator for the institutional quality of the government bureaucracy, an indicator for the extent of the constraints faced by the executive branch of government, an indicator for the quality of the rule of law, an index of the depth of financial reform, an index of the efficiency levels of the domestic banking system, an index of the extent of trade reform carried out, and an index to the extent of the privatization efforts of the government. Instruments used are log(GDP), log(GDP per capita), log(inflation), log(telephone lines), log(fuel), quality of bureaucracy, executive constraints, rule of law, overall financial development, bank efficiency, trade liberalization, and privatization: for the difference equations, all in lagged levels and, for the level equation, in first difference, p-values reported for the Sargan test of overidentifying restrictions and tests for serial correlation. All regressions include a constant term which is not reported for the sake of space. Columns 1 to 5 report estimates for the combined panel, while column 6 reports estimates only for the Latin American countries and column 7 only for the transition economies. Heteroskedasticity robust standard errors are reported in brackets with ***, **, and * denoting significance at the 1, 5, and 10 percent level, respectively.
In columns 4 through 7, we include our structural reform variables. It is striking the significance and relative magnitude of financial reform measured as bank efficiency, as well as of privatization. Note that the sizes of the coefficients of four types of structural reform are comparable as they are all normalized. In column 5, for example, the coefficient of bank efficiency is about four times as large as that of privatization indicating that financial development measured by bank efficiency is more important than the progress toward privatization on foreign investment decisions.
The importance of a well-developed financial market is often cited as one of the prerequisites for economic growth. Tackling the financial globalization-growth puzzle, Prasad, Rajan, and Subramanian (2007) argue that foreign capital inflows including FDI can boost growth only when the recipient countries’ financial markets are developed enough to channel foreign capital efficiently to finance productive investment. Alfaro and others (2004) report a similar finding for FDI that well-developed financial markets are a precondition for the positive effects of FDI on economic development.
This finding gives rise to a “paradox of finance” in the context of FDI. Why do multinational firms that are not severely financially constrained, systematically invest in countries in which such constraints are least binding? The conjecture we offer is that financial reform benefits the network of suppliers the foreign firms needs to operate successfully in the host economy. Recent studies from the related literature on FDI spillovers find that FDI generate spillovers mainly through intraindustry backward linkages rather than interindustry horizontal linkages: the productivity of foreign firms can be increased by having efficient domestic suppliers.28 In the current context, we could argue that foreign investors care about the efficiency of domestic financial market for its indirect benefit even if they do not need to raise capital locally themselves. When the country has well-developed financial markets, it is more likely that local suppliers can invest in upgrading technology and machinery to provide better inputs.
Our results also show that privatization is another important structural reform that affects FDI inflows as shown in columns 5 through 7. The privatization measure is based on information from all privatization transactions above $50,000. That is, it contains the data on total revenues that privatized enterprise generated for the government per year, given that the privatized enterprise was valued above this threshold. There are several issues using this measure of privatization.
One concern is that the relationship we uncover is spurious because of the suspicion that most of the privatizations that took place in these emerging economies comprise the selling of state owned enterprises to foreigners. Our data set also contains information on whether or not the buyer is of foreign origin. We construct an additional data series of government revenues from privatization that exclude all those transactions with a foreign buyer. All our main results remain (including that for the role of privatization), which suggests that the link between greater private sector involvement (for example, privatization) and FDI inflows is not spurious in this sense.29
The other concern is that the amount of privatization proceeds may not reflect perfectly the privatization efforts either because some countries relied more on “voucher privatization” with little revenue (for example, Russia and the Czech Republic) or governments may have to sell their companies cheap in a case of a crisis. To differentiate voucher privatization, we also run the regressions excluding Russia and the Czech Republic. The results are insensitive to the exclusion of the two countries. We also constructed a stock variable to capture cumulative privatization efforts and reran the regressions. The results again remain unchanged.30
The coefficients of institution quality variables are often negative and statistically insignificant. This contrasts with the evidence that weak institutions ought to deter foreign direction investment (Wei, 2000; Wei and Schleifer 2000; Fan and others, 2007.) There are three possible reasons why the estimates from the fixed effects model are imprecise. First, institutional quality may be subject to the endogeneity problem. Second, it takes time for institutional quality to change and these data are virtually time-invariant. Third, there might be multicollinearity among our three institutional variables.31
The first two problems can be alleviated by the instrumentation strategy. In the GMM estimates shown in Table 2, the quality of bureaucracy consistently shows a positive impact on FDI inflows for all countries while its statistical significance diminishes for the region-wise regressions shown in columns 6 and 7. The coefficients of executive constraints and rule of law are positive as expected, although they fail to bear statistical significance. It is also worth stressing that we find that rule of law is particularly important for Latin American countries (column 6), while quality of bureaucracy is the most important institutional quality for foreign direct investors in transition economies (column 7).32
Table 2 reports the regression results from the system-GMM due to Blundell and Bond (1998).33 Two specification tests—the Sargan test and the second-order correlation test for the validity of instruments—are reported in the last two rows of each column. Comparing with the results from the fixed effects model in Table 1, the robustness of structural reform variables is noticeable. As before, the reforms in the areas of financial sector and private sector development are important determining factors of FDI inflows. Both the Sargan and second-order correlation tests show that instruments are valid throughout.
Interestingly, progress in trade liberalization is not a good predictor of FDI inflows even after endogeneity concerns are taken into account in the system GMM framework. Yet, we find an important difference between Latin American countries and transition economies in that progress in trade liberalization is a significant impetus to FDI inflows in Latin American countries but not in transition economies. This may well be due to the fact that the main sectors receiving FDI are different in the two regions, although data for further investigating this issue is still inexistent.
The previous tables show that an efficient banking sector helps the country attract more FDI inflows. One might argue that our indicators of financial sector reform—overall financial development and bank efficiency—reflect de facto other than de jure considerations (Kose and others, forthcoming). Further, our results might simply indicate that FDI is attracted to the country with a financial market that had been already well-developed.
Table 3 reports the results for other measures of financial sector reform from an alternative data source (Abiad, Detragiache, and Tressel, 2008).34
Table 3. Determinants of Foreign Direct Investment (FDI) Inflows in Latin American Countries (LAC) and Transition Economies (TE), 1989–2004: Decomposition of Financial Liberalization
(Fixed-effects estimates)
Note: This table reports fixed-effects estimates for a panel of Latin American and transition economies from 1989 to 2004. The dependent variable is the ratio of FDI to GDP (in logs). The explanatory variables are GDP (in logs), per capita GDP (in logs), the annual inflation rate (in logs), the number of telephone lines as a proxy for quality of infrastructure (in logs), the share of fuel in total exports (in logs), an indicator for the institutional quality of the government bureaucracy, an indicator for the extent of the constraints faced by the executive branch of government, an indicator for the quality of the rule of law, an index of the efficiency levels of the domestic banking system, an index of the extent of trade reform carried out, and an index to the extent of the privatization efforts of the government. The decomposition of financial liberalization is achieved by using the following explanatory variables (instead of our measure of financial depth): competition reflects policies to lower entry barriers in banking, supervision refers to the quality of supervisory policies for the banking sector, privatization of commercial banks, policies to develop securities markets, whether or not there are ceilings on the expansion of bank credit, whether or not there are restrictions on capital inflows and outflows, and finally a composite financial liberalization index based on these variables. All regressions include a constant term which is not reported for the sake of space. Columns 1 to 8 report estimates for the combined panel, while column 9 reports estimates only for the Latin American countries and column 10 only for the transition economies. Heteroskedasticity robust standard errors are reported in brackets with ***, **, and * denoting significance at the 1, 5, and 10 percent level, respectively.
We use eight additional financial reform variables. The definitions of these variables are found in Appendix III. The financial liberalization index is constructed as an overall average of these variables. We also include overall financial development to control for the current level of financial sector development.
Columns 1 to 7 in Table 3 report the coefficients on each component of the financial reform variables when included separately in the fixed effects model. In column 7, it shows that securities markets is associated with higher FDI inflows. Furthermore, easing of restrictions on capital flows (capital flows) seems to reduce FDI flows. This is somewhat counterintuitive. However, it has been argued that de jure measures of capital account liberalization are often misleading as a proxy of financial integration because enforcement issues may matter a great deal and policy changes (that is, capital flows) do not translate into outcomes (that is, actual FDI flows). For instance, capital account restrictions are often ineffective in episodes of capital flights.
Columns 8 to 10 report the results when we include financial liberalization index (the composite of all financial reform variables). For all countries, financial liberalization index is positive and significant. The same result holds for transition economies. However, the index is no longer important for Latin American countries. We also tried with each of the financial reform variables for Latin American countries, but they fail to bear statistical significance.35
In sum, the efforts of developing a well-functioning financial sector do indeed encourage more FDI inflows even after controlling for the current level of financial development. This implies that precommitment to financial sector reforms can send a good signal to foreign investors in terms of the potential development of their supplier networks even if the financial market is not yet quantitatively developed.
We found from the above results that financial sector reforms are an important driver for FDI. One important concern is that this result is affected by a high participation of foreign banks in the financial sector. If foreign banks are generally more efficient than domestic banks, the entry of foreign banks can be responsible for an improvement in financial sector efficiency and FDI.36
Our strategy in this case is to collect additional information on the share of foreign ownership in the financial sector and run split-sample regressions to check whether such variation does affect our results. Although we cannot distinguish FDI inflows in the financial sector from the nonfinancial sector, we can make use of the data on the share of foreign ownership in the financial sector.37 In Table 4, we divided the sample into two subgroups, nonfinancial FDI and financial FDI. If the country-year observation has a foreign share greater than 20 percent, then it is classified as financial FDI. If the foreign share is less than 20 percent, it is grouped as nonfinancial FDI.
Table 4. Determinants of Foreign Direct Investment (FDI) Inflows in Latin American Countries (LAC) and Transition Economies (TE), 1989–2004: Split-Sample Analysis of Nonfinancial versus Financial FDI
(Fixed-effects estimates)
Note: This table reports fixed-effects estimates for a panel of Latin American and transition economies from 1989 to 2004. The dependent variable is the ratio of FDI to GDP (in logs). The explanatory variables are GDP (in logs), per capita GDP (in logs), the annual inflation rate (in logs), the number of telephone lines as a proxy for quality of infrastructure (in logs), the share of fuel in total exports (in logs), an indicator for the institutional quality of the government bureaucracy, an indicator for the extent of the constraints faced by the executive branch of government, an indicator for the quality of the rule of law, an index of the depth of financial reform, an index of the efficiency levels of the domestic banking system, an index of the extent of trade reform carried out, and an index to the extent of the privatization efforts of the government. All regressions include a constant term which is not reported for the sake of space. Columns 1 and 2 report estimates for the combined panel, while columns 3–4 report estimates only for the Latin American countries and columns 5–6 only for the transition economies. The sample split accords to the level of foreign ownership in the financial sector with “NoFinFDI” classified as foreign ownership below 20 percent and “FinFDI” as above 20 percent. Heteroskedasticity robust standard errors are reported in brackets with ***, **, and * denoting significance at the 1, 5, and 10 percent level, respectively.
The results in the first two columns in Table 4 show that, for all countries, bank efficiency is significant for both groups. This implies that the results on the importance of financial sector reforms as a determinant of FDI are not merely driven by countries that receive mostly FDI in the financial sector. In region-wise regressions in the last four columns, this result holds for transition economies but not for Latin America. In fact, the results in two regions are contrasting. For Latin American countries, bank efficiency matters only in financial FDI while it seems to matter only in nonfinancial FDI for transition economies. Note also that privatization has a limited effect on FDI in the financial sector.
For financial FDI, in particular, the coefficient of bank efficiency is likely subject to the reverse causality problem: foreign investors are not attracted by an efficient financial sector but they simply cherry-pick those with an efficient financial sector.38 A way of dealing with this is to perform IV estimations. If the importance of financial sector reforms is due to reverse causality, then we expect its significance would disappear once we instrument them. Within a system GMM framework, however, the significance of bank efficiency for financial FDI appears for all countries.39 Bank efficiency in nonfinancial FDI in Latin American countries becomes statistically significant, providing support to our understanding of the “paradox of finance.” Financially unconstrained multinational firms care about the efficiency of domestic financial market as a better local financial market enables local suppliers to be more efficient.
In sum, financial sector reforms are an important driver of FDI not only in the financial sector but also in the nonfinancial sector. Yet the two categories—Latin American countries and transition economies—show a contrasting pattern. Bank efficiency helped increase FDI in the financial sector in Latin American countries, which implies that foreign banks may be cream-skimming. This tendency is less noticeable in transition economies and, rather, bank efficiency seems to matter more to nonfinancial sector FDI.
So far we find that institutional quality have a somewhat more limited impact than we expected on FDI inflows in the data. Namely, the quality of bureaucracy seems to play a role in attracting FDI for all countries while rule of law is important only for Latin American countries. As it is well-known that the institutional variables tend to be closely related with one another, the inclusion of all institutional variables at once might make it difficult to see which institutional attribute is more important.
We conducted a sensitivity analysis by including one institutional variable at a time to address this issue. We also tested other institutional variables such as corruption, political risk, and indicator of polity durability for all samples as well as for the two categories, Latin American countries and transition economies. Rule of law still fails to account for FDI inflows for all samples, while it matters to FDI in Latin American countries.40
Overall, our main findings on structural reforms and institutions withstand robustness tests. We find that the efficiency of the banking sector and privatization are two areas of structural reforms important for FDI investors. Good institutions also play a role via the quality of bureaucracy and rule of law for transition economies and Latin American countries, respectively.
In this subsection, we present an additional set of empirical results with the goal of confirming the main conclusions above as well as to highlight their economic significance in addition to the statistical importance shown in the previous section. We employ a recently developed methodology referred to as synthetic control methods for causal inference in comparative case studies, or short, “synthetic counterfactuals” (Abadie and Gardeazabal, 2003; Abadie, Diamond, and Hainmueller, 2007).
The main objective of this exercise is to see how much FDI inflows a given country would have received had it reformed its financial sector in the way as a selected group of other countries. This synthetic control method is intended to estimate the effect of a given intervention (that is, financial reform) by comparing the evolution of an aggregate outcome variable (that is, FDI inflows) for a country or a group of countries affected by that intervention vis-à-vis the evolution of the same aggregate outcome for a synthetic control group. For example, the research question we address below is: what would have been the level of FDI inflows into Russia (or Argentina) had it implemented financial reform in the same way as Estonia, Latvia, and Lithuania (idem, Brazil, Chile, Mexico, and Venezuela)?
The method focuses on the construction of the “synthetic control group.” It does so by searching for a weighted combination of other countries chosen to mimic the country affected by the intervention given a set of predictors of the outcome variable. The evolution of the outcome for the synthetic control group is therefore an estimate of the counterfactual of what would have been the behavior of the outcome variable (in our case, FDI inflows) for the affected country if the intervention had happened in the same way as in the control group.41 In our context, the outcome variable is FDI inflows and the set of predictors correspond to the baseline specification of FDI determinants excluding the financial efficiency variable.
This synthetic control approach extends the linear panel data (differences-in-differences) framework by allowing the effects on unobserved variables on the outcome to vary over time. This is similar to the “policy-experiment approach” discussed by Henry (2007). Moreover, it “allow(s) researchers to perform inferential exercises about the effects of the event or intervention of interest that are valid regardless of the number of available comparison units, the number of available time periods, and whether aggregate or individual data are used for the analysis” (Abadie, Diamond, and Hainmueller, 2007, p. 3).
We present these results as a way of confirming and strengthening our findings so far. If we obtain similar results to the fixed-effects and system GMM estimates as previously reported, this can be seen as a powerful robustness check. Moreover, because of the desirability of selecting interesting control and treatment groups, the results we present shall serve to illustrate the workings of the effects we estimate.
We first start by selecting one country from each region. There are clearly various interesting candidates but we decide to report results for Argentina and for Russia because they are both large and influential countries in their respective regions, both have received relatively high levels of FDI inflows between 1990 and 2004, and also both have experienced severe economic crises in this time period. In order to make the exercise more meaningful, we also selected a small number of countries for the potential “donor pool.” 42 For Russia, we selected the Baltics (Estonia, Latvia, and Lithuania) and, for Argentina, we select Brazil, Chile, Mexico, and Venezuela. We present one set of results for each country and the questions each answer is as follows: what would have been the level of FDI inflows into Russia (Argentina) had it implemented financial reform in the same way as Estonia, Latvia, and Lithuania (Brazil, Chile, Mexico, and Venezuela)?
The predictors we use for the level of FDI inflows are the same in the two cases and are based on our baseline specifications above. They include level of GDP level as a proxy for market size (in logs), per capita GDP (also in logs), inflation (in logs), the number of telephone lines as a measure of the quality of infrastructure (in logs), energy exports as a share of total exports (in logs), three institutional variables (quality of the bureaucracy, constraints on the executive, and rule of law), and the structural reform variables excluding the level of financial efficiency (that is, trade liberalization, privatization, and the size of the financial sector). By examining our financial reform indicator, we selected 1996 as the year in which the reform trajectories start to diverge from the control groups in the two countries.43
Figure 3 reports the results for the synthetic control method. In the first panel for Russia, we find that the weights of the best combination of countries for a synthetic Russia counterfactual would be 0.885 for Lithuania, 0.108 for Latvia and 0.007 for Estonia. As shown in Figure 3, the fit for Russia is good in the preintervention period which may not be very surprising given the fact that all these countries were part of the former Soviet Union.44 The root mean square prediction error (RMSPE) is indeed rather low (0.00047) indicating a relatively good fit of the model. For the second panel, the best synthetic Argentina counterfactual, on the other hand, comes from a more balanced combination of countries with México receiving the highest weight of 0.397, followed by Venezuela (0.283), Brazil (0.198), and Chile (0.122).45 Although the matching before 1996 may seem as not quite good as the one for Russia, the RMSPE is still quite low at 0.0036.
Figure 3. Synthetic Counterfactuals: What would be FDI/GDP in Russia had it Liberalized its Financial Sector after 1996 in the Same Way as the Baltics?
Figure 4 shows that if Russia had implemented financial reform the same way as Estonia, Latvia, and Lithuania did (that is, had it implemented it like the best combination of these three countries did), than the level of FDI inflows it would have received would have been substantially larger. The average FDI inflows were about 0.5 percent of GDP since 1996. According to our results, had Russia implemented financial reform like our “Synthetic Russia” this ratio would have increased (more than tripled) to 1.6 percent of GDP. Moreover, Figure 4 shows that the average effect is somewhat misleading because the differential impact is much larger for 1996–98 than for 2001–04.
Figure 4. Synthetic Counterfactuals: What would be FDI/GDP Argentina had it Liberalized its Financial Sector after 1996 in the Same Way as Brazil, Mexico, Chile, and Venezuela?
Figure 4 shows that if Argentina had implemented financial reform the same way as Mexico, Chile, Brazil, and Venezuela (or had it implemented it like the best combination of these countries did), then the level of FDI inflows in Argentina would have been also much larger. While FDI inflows to Argentina were approximately 1.2 percent of GDP since 1996, according to our results had Argentina implemented financial reform like the “Synthetic Argentina” this ratio would have increased to 2.2 percent of GDP.
In both cases, the impact clearly has great economic significance, although the effects over time are quite different. In contrast to the Russian case, the differential impact is remarkably constant after 1996 for Argentina. There are of course many possible explanations for this, yet we believe that the timing of the economic crises each country suffered may be playing a large role here.
There are at least three issues we should highlight with respect to these results. The first is that, in the original applications of the synthetic counterfactuals methodology mentioned above, the usual ratio of a number of periods before and after the treatment favors the former, that is, there are at least twice as many years before treatment than after treatment. In our case, we have basically the opposite. Allowing for a longer pretreatment window, everything else the same, would improve the quality of the matching.
The second issue is that it would be obviously naïve to interpret the gaps we estimate between actual and synthetic levels of FDI inflows as driven by occurrence of reform in the control groups against total absence of it in the treatment countries (Argentina and Russia). We believe that a more realistic interpretation regards these gaps as relative changes in the intensity of financial reforms in the two groups.
The third issue is the need to recognize the risk of omitted variable biases. The underlying model is the same as before except for the exclusion of financial reform. Thus, the impact of other reforms, changes in institutions, macroeconomic stability, quality of infrastructure, and general economic conditions are all taken into account. However, it is possible that key variables are still omitted. For instance, possible candidates are reforms in the areas of fiscal, labor market, and product markets.
Since the late 1980s, structural reforms have been implemented in unparalleled scale across the developing world while FDI became one of the main components of private capital flows. The literature has not yet fully investigated their relationship in large part because of the lack of measures of structural reforms that are comparable over time and across regions. More recently, the literature has given weight to the identification of possible channels through which FDI may be made more effective, for instance as minimum threshold levels of absorptive capacity such as human capital in the host country (Borensztein, De Gregorio, and Lee, 1998). The implementation of structural reforms can work in a similar way inter alia because they can improve business conditions and the investment climate.
In this paper we construct the new data set on structural reform indices for 19 Latin American and 25 transition economies from 1989 to 2004. We go beyond the identification of the effects of selective individual reforms and try to provide a more comprehensive assessment of these links by asking which reforms matter vis-à-vis FDI and whether the effects of individual reform efforts differ in systematic ways.
Our main finding from the regression analyses is a robust empirical relationship from structural reforms to FDI. Also, we find a stronger effect from financial sector reforms than from privatization and trade liberalization. When we use measures of both reform efforts and reform outcomes (for example, financial reform), we find that the effect of reform outcomes is fragile (that is, financial depth), while that of reform efforts tend to be more powerful. We conclude that this set of determinants of FDI inflows—financial reform, privatization, level of development, and quality of the infrastructure—is robust to different measures of reform, different estimators, split samples, and potential endogeneity and omitted variables biases.
We highlight three extensions of our study. First, one could further extend the analysis to re-investigate the long-term effects of FDI on growth after taking into account structural reforms. In particular, our findings point to the direction that financial sector reform may be a key factor in enhancing the benefits of foreign capital inflows. Second, it would be interesting to assess whether our findings hold as well for developed and for other groups of developing countries (Africa, Middle East, and Asia), although this would require a substantial data collection effort. Third, as previously mentioned, the choice of structural reforms can be extended to have a broader coverage such as labor market and product market liberalization, tax policy, as well as changes in the regulatory framework.
The source of financial development and bank efficiency is the February 2006 version of the World Bank’s Financial Structure Dataset (Beck, Demirgüç-Kunt, and Levine, 2000). This data set has been widely used in the financial liberalization literature as a main source for financial reform indicators.
The three underlying variables for overall financial development are the ratio of liquid liabilities to GDP, based on the liquid liabilities of the financial system (currency plus demand and interest-bearing liabilities of bank and nonbank financial intermediaries); the ratio to GDP of credit issued to the private sector by banks and other financial intermediaries; and the ratio of commercial bank assets to the sum of commercial bank assets and central bank assets. We generated two versions of this index: one is an arithmetic average of the normalized values (more details shown below) of these three variables, and the second is based solely on the ratio of commercial bank assets to the sum of commercial bank assets and central bank assets.
We follow the procedure suggested by Lora (1998) to combine these variables into a single indicator. We normalize the underlying variables by equating the maximum for all countries and all years (or the minimum depending on whether higher values of the variable indicate more or indicate less reform) of each component to one. We calculate the distance from each country-year data point to the global maximum (which is normalized to one) by (a) subtracting each country-year data point from the overall minimum (by overall we mean for all countries and all years), (b) calculating the range for each series (that is, maximum minus minimum), and (c) dividing the results from (a) by those from (b).
The index of the efficiency of the banking sector is built upon the ratio of overhead costs to total bank assets and the “net interest margin” (that is, the difference between bank interest income and interest expenses divided by total assets). Because larger values of these two variables are associated with a more inefficient financial sector, we normalize it by subtracting the actual value from the minimum in the numerator so that the larger values indicating more efficient financial intermediation.
We use the data set by Abiad, Detragiache, and Tressel (2008) for detailed financial liberalization reform policy. Their data set covers the various de jure financial reform and policy changes along seven different dimensions: credit controls and reserve requirements, interest rate controls, entry barriers, state ownership, policies on securities markets, banking regulations, and restrictions on the capital account. Their data are available at www.imf.org/external/pubs/cat/longres.cfm?sk=22485.0.
The source data for trade liberalization index is the World Bank-UNCTAD’s WITS system, for about 6,000 HS-6 digit product groups to calculate the average tariff (weighted by trade volumes) and standard deviations yearly and for each of the 44 countries in our sample. A drawback of using UNCTAD data is that we are faced with missing information for Latin American countries for more recent years and for transition economies for earlier years. To remedy this, we use also two supplementary data sources, Lora (2001) and the Heritage Foundation’s “Economic Freedom of the World” project (Gwartney, Lawson, and Samida, 2000).46 Once these were obtained, we applied the normalization above and took the arithmetic average of the two variables to generate an overall trade reform indicator.
The main source of privatization reform efforts is the World Bank’s data on privatization proceeds in developing countries between 1990 and 2003 (Kikeri and Kolo, 2005). Privatization proceeds are defined as “all monetary receipts to the government resulting from partial and full divestitures (via asset sales or sale of shares), concessions, leases, and other arrangements” (Kikeri and Kolo, 2005, p. 2). Note that this excludes management contracts, new green-field investments, and investments committed by new private operators as part of concession agreements.
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Tamim Bayoumi and Andrew Swiston*
This paper explores international bond spillovers using daily and weekly data on yields on inflation-indexed bonds and associated inflation expectations for the United States, Australia, Canada, France, Sweden, Japan, and the United Kingdom. The analysis starts in 2002, by which point U.S. inflation-indexed markets had matured. Real bond yields are found to be closely linked across countries, with developments in U.S. markets determining around half of real foreign yields and no evidence of spillovers back to the United States. Spillovers in inflation expectations are smaller and the direction of causation is less clear. [JEL G14, G15, G12, E43
One of the many implications of rapid financial market globalization is the likelihood of increasing financial spillovers across countries. This is a particularly important possibility for government bonds, where the standardized characteristics of underlying instruments and rising internationalization of holdings are creating an increasingly interlinked and global market. Yields on government bonds provide the “risk free” interest rate that is the basis for returns in a wide swathe of other markets. Given that yields on long-term securities are generally considered to have a larger impact on activity than the short-term rates that monetary authorities target, globalized markets in government securities provide an important economic as well as financial link between countries.
In the past, one limitation in analyzing these links has been that it is difficult to separate real bond yields, which would be expected to be highly linked across countries, from changes in long-term inflation expectations, which would be heavily influenced by domestic monetary policy. Fortunately, the decomposition of nominal yields into these two components has been greatly assisted by the development of inflation-indexed bonds, which their movements to be continuously tracked. Although indexed bonds were already trading in a number of markets from the early 1990s, it is only with the introduction of inflation-indexed bonds in the United States—the world’s largest and most sophisticated bond market—in January 1997 that the potential to identify international spillovers in real interest rates and inflation expectations could be fully realized. With the U.S. inflation-indexed bond market now over a decade old, there is sufficient information to allow statistical analysis of spillovers in bond yields and inflation expectations.1
Accordingly, this paper uses government bonds to examine international spillovers between real interest rates and inflation expectations. It analyzes spillovers between the United States and six other industrial countries with inflation-indexed bond markets—Australia, Canada, France, Japan, Sweden, and the United Kingdom. Given the convergence of euro area bond yields since European Monetary Union, the French data (where inflation-indexed bonds were introduced in November 1998) can be taken as a proxy for the euro area as a whole. (Italian data, available since early 2004, are almost identical to the French series.) As a result, the sample covers bond yields in the vast majority of the industrial world, although in the case of Japan inflation-indexed bonds were only issued starting in 2004.
The focus of this paper is on bilateral links between the U.S. markets and other countries. This reflects the dominant position of the United States in the global bond market. Almost two-thirds of all private bonds are traded in U.S. markets, a significantly more important position than in the real economy, where U.S. GDP represents about one-third of the world using market exchange rates and 20 percent using purchasing parity rates. Financial markets are thus a potentially extremely important conduit for spillovers from the United States to the rest of the world.
Indeed, while this is the first paper we know of to examine international spillovers using inflation-indexed bonds, there is a large literature showing that U.S. macroeconomic news affects returns in foreign markets. Faust and others (2007) is a representative example. Using intraday data, they find that when U.S. economic activity turns out stronger than expected or there is a surprise monetary tightening, the dollar appreciates and interest rates in the United Kingdom and the euro area increase. Other works confirming this evidence on exchange rates include Almeida, Goodhart, and Payne (1998); Kim and Sheen (2000); Christie-David, Chaudhry, and Khan (2002); Fair (2003); Andersen and others (2003, 2007); and Ehrmann and Fratzscher (2003, 2005); Goldberg and Leonard (2003) and reach the same conclusions on interest rates. Andersen and others (2007) show how the impact on foreign equity markets varies depending on the state of the economy. Stronger-than-expected U.S. activity raises foreign stock prices during recessions but lowers them during expansions, when concerns about future monetary tightening appear to predominate.
Although U.S. economic releases move foreign markets, there are fewer spillovers in the opposite direction. The response of the German mark or euro-dollar exchange rate is rarely moved by German releases (Anderson and others, 2003 and Almeida, Goodhart, and Payne, 1998), and German and euro area data releases have little impact on U.S. bond yields (Goldberg and Leonard, 2003; Ehrmann and Fratzscher, 2005). In Becker, Finnerty, and Friedman (1995), U.S. news affects the U.K. equity market but U.K. news has no impact on the S&P 500.
The literature on linkages across financial markets also points to the dominance of U.S. spillovers to foreign markets, even when controlling for the role of macroeconomic news. U.S. interest rates drive interest rates in the euro area (Ehrmann and Fratzscher, 2005), Germany (Bremnes, Gjerde, and Soettem, 2001), Canada (Gravelle and Moessner, 2001), and Australia (Kim and Sheen, 2000). Fatum and Scholnick (2006) show that increased expectations of U.S. monetary tightening, as measured by rates on federal funds futures contracts, are associated with an appreciation in the dollar. And there is a higher degree of dependence of foreign equity markets on U.S. markets than vice versa (Becker, Finnerty, and Gupta, 1990; Lin, Engle, and Ito, 1994; and Diebold and Yilmaz, forthcoming). In a framework analyzing U.S.-euro area linkages across short-term interest rates, long-term bond yields, and equity markets, Ehrmann, Fratzscher, and Rigobon (2007) find that the share of variance in euro area markets explained by U.S. markets is, on average, three times as large as the euro area’s importance for U.S. markets.
There is also an active body of work on the interdependence of global real interest rates and their convergence over time, but none using inflation-indexed securities, due to the short period for which data exist. The extant literature typically uses ex post real rates based on inflation outturns, or derives real rates using proxies for inflation expectations. Overall, the evidence for real interest parity is mixed, while studies that examine the response of interest rates by country find some role for U.S. real rates in determining those of other countries.2 For example, Chinn and Frankel (2005) find that European rates move so as to restore real interest parity while U.S. rates do not, although there are preliminary indications that this is changing with the advent of the euro area. Cumby and Mishkin (1986) show that European rates respond to movements in U.S. rates, but reject real interest parity because the pass-through is not one-to-one. Breedon, Henry, and Williams (1999) find some evidence that U.S. rates are weakly exogenous for other G7 countries, but cannot reject the same hypothesis for Canada or France. In Chinn and Frankel (1995), U.S. and Japanese real rates have similar influences on emerging Asian markets, but there are no links between the U.S. and Japan or Canada. Thus, the use of more reliable data on real interest rates may clarify the nature of cross-country linkages.
For an investor, the annualized yield on a nominal bond can be divided into a “real” return and a component that reflects expected inflation, both of which can be further divided into an expected value and a risk premium associated with investor preferences. Formally:
where E is the expectations operator, RP is the risk premium, and rt,t+k and πt,t+k are the annualized real rate of interest and of inflation between t and t + k, respectively. By ensuring that the principal of the bond grows with future inflation, the yield on an inflation-indexed bond eliminates the second and fourth terms. Assuming the risk premium is separable, this implies:
Hence, an inflation-indexed bond allows one to differentiate the real rate of interest and associated risk premium from the equivalent information for inflation expectations. The real rate of interest is simply the quoted yield on the inflation-indexed bond, while the difference between the yields of a nominal and inflation-indexed bond of the same maturity is a measure of expectations of average inflation over that horizon.3
For a foreign investor the same equations hold, except that there is also foreign exchange risk because the investor is assumed to be concerned about returns in local currency. Using an asterisk to denote foreign variables gives:
where st,t+k is the annualized nominal appreciation in the bilateral exchange rate and rst,t+k is its real equivalent.
Assuming the marginal investor equates real returns across countries, so that , it follows that international differences in nominal yields reflect expected future values of inflation and the exchange rate as well as risk premiums on real rates, inflation, and exchange rates. Those on index-linked bonds isolate the risk premium on real interest rates and exchange rates while cross-country differentials in the gap between yields on nominal and inflation-indexed bonds reflect expectations and risk premiums associated with the future path of inflation:
In short, international comparisons of inflation-indexed yields and the differences between conventional and inflation-indexed yields should separate real risk premiums from expected inflation differentials and their associated risk premiums.
We collected daily data on closing prices of both conventional and inflation-indexed bonds for advanced economies that have issued inflation-linked government securities: the United States, Australia, Canada, France, Italy, Japan, Sweden, and the United Kingdom. Most of our data start in 1997, when the United States issued its first inflation-indexed security, and finishes at end-2006. By the start of 1997, the Australian, Canadian, Swedish, and U.K. markets had already been trading for some time, although due to data limitations in the case of Sweden our series only starts in June 2000.4 The French inflation-indexed market data are only available from November 1998, when the market opened, but in the case of Italy and Japan the markets opened in 2004.
Given the short sample available for the Italian data, we only use it to confirm that the French markets are a good approximation for the euro area as a whole (the correlation coefficient across daily changes in the French and Italian real interest rate series is 0.98).5 Japanese results are reported, however, as the zero interest rate policy being followed through July 2006 means that these results provide potential insights into the impact of this unique policy on the country’s linkages with other financial markets. The earlier working paper version of this study also includes tests using intraday conventional bonds for a relatively short window (Bayoumi and Swiston, 2007).
Figure 1 graphs end-week nominal government bond yields, real yields, and implied inflation expectations for the full sample except Italy and Japan since the start of 1997. Weekly closes are plotted to increase the clarity of the lines. For the United States the series correspond to the government’s benchmark 10-year maturity, but for the other countries the inflation-indexed yield is on the bond maturing closest to 10 years and typically ranges from eight to 12 years.6 The nominal yield for those countries is from a bond whose maturity is as close as possible to the indexed bond, which allows for the calculation of expected inflation over that horizon.
Figure 1. Long-term Interest Rates and Inflation Expectations
Sources: Bloomberg, L.P.; and authors’ calculations.
Note: Yields on inflation-indexed securities are as close as possible to the 10-year maturity. Yields on nominal securities are selected to match the maturity date of each country’s corresponding inflation-indexed security. Inflation expectations are calculated as the difference between the nominal and inflation-indexed yield.
The first feature to note in the upper panel of Figure 1 is the high correlation of nominal bond yields across countries. Both the trends and higher-frequency wobbles appear highly correlated across countries. Looking at the start of the sample, for example, nominal yields in all countries in the sample fell steadily from early 1997 through mid- to late 1998 and then rose again through early 2000. Yields then trended downward through 2003 and have generally remained at very low levels. On the other hand, there is some variation. For example, Australia has tended to have higher yields than other countries, but more recently France and Sweden have had the lowest yields. In addition, U.S. yields seem to have been particularly low in 2002 and early 2003, possibly reflecting the aggressive reductions in short-term policy rates at that time.
The middle panel shows real yields (that is, those on inflation-indexed bonds), using the same size for the vertical scale (6 percentage points) to aid comparison. In addition to being somewhat smoother than their nominal counterparts, their movements are less correlated across countries. For example, while real yields fell significantly through the sample for all countries, this reduction occurred much earlier in the United Kingdom than elsewhere. By contrast, inflation expectations (that is, the differential between conventional and index-linked bonds), shown in the lower panel of the figure, have shown little evidence of a trend over the sample.
Figure 2 shows the same data since the start of 2004 with Italy and Japan added. The Italian data are virtually identical to the French series, confirming that France is a reasonable proxy for the euro area. Movements in Japanese yields and inflation expectations are less correlated with the other countries, a result of particular interest given that country’s unique zero short-term interest rate policy to combat deflation.
Figure 2. Long-term Interest Rates and Inflation Expectations
Sources: Bloomberg, L.P.; and authors’ calculations.
Note: Yields on inflation-indexed securities are as close as possible to the 10-year maturity. Yields on nominal securities are selected to match the maturity date of each country’s corresponding inflation-indexed security. Inflation expectations are calculated as the difference between the nominal and inflation-indexed yield.
Table 1, which reports standard deviations of daily closes for these markets, confirms some of these observations. For instance, the standard deviations of the level of real returns are similar to those for nominal yields, but changes in nominal rates are more volatile than either real rates or inflation expectations. The standard deviations of the level of inflation expectations are lower than for either nominal or real yields, an indication of the long-term credibility of the monetary authorities in these countries. As in the remainder of this paper, the calculations use data starting in 2002, as it is only from this period that the U.S. inflation-indexed markets were liquid enough for yields to accurately reflect market perceptions of real interest rates and inflation expectations (Sack and Elsasser, 2004; and Shen, 2006).7
Table 1. Standard Deviations of Daily Bond Yields and Inflation Expectations
(January 2, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: See note to Figure 1. Data for Japan begin in April 2004. Standard deviations are calculated on the daily change in yields, in basis points.
Table 2 reports correlations of nominal yields, real yields, and inflation expectations, with correlations of changes reported in the lower left triangle and levels in the upper right one. Levels of nominal yields are relatively highly correlated: most entries are above ½ with the slightly surprising exception of some of the entries involving the United States, where the low correlations appear to reflect the specific sample used.8 Correlations of daily changes in nominal yields are generally lower than their counterparts in levels, and partly reflect regional linkages (including greater overlap of trading times, as discussed further below). Correlations are high between the three European markets (France, Sweden, and the United Kingdom), between the two North American markets (Canada and the United States), and, to a less extent, across these two sets of markets.
Table 2. Cross-Country Correlations in Bond Yields and Inflation Expectations
(January 2, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: See note to Figure 1. Data for Japan begin in April 2004. Entries above the diagonal are correlations of the data in levels; entries below the diagonal are correlations of daily changes.
Switching to the constituent parts of nominal rates, real rates appear more correlated than inflation expectations in both levels and changes. Correlations of levels of real rates all exceed 0.8 with the exception of those for Japan and, again somewhat surprisingly, the United States (where this result again appears to reflect the specific sample). By contrast, correlations of levels of inflation expectations are almost universally much lower, varying between −0.14 and 0.86. The data on changes in real rates and inflation expectations again show the regional patterns observed for nominal rates. Despite high correlations in levels, formal tests (not shown here for brevity) reject cointegration between the United States and other countries for all three series, although given the short sample (only four years) these results are not conclusive.
How do these observations accord with the theory outlined earlier? The high correlations across real rates are consistent with the notion that there are significant trends in “world” real rates, and hence the possibility for significant spillovers. The lower correlations among inflation expectations can be explained by the idea that inflation is more heavily influenced by domestic factors than global factors.
This section establishes definitions of market efficiency and spillovers, and carries out tests to distinguish which of the two exist in international bond markets. A financial market is efficient if market prices fully reflect available information.9 Market efficiency implies that the current period rate of return on a security is the best forecast of the future rate of return:
or, subtracting ri,t from both sides:
where ri,t is the return on asset i at time t and Φ represents the set of available information.10 If the above equations did not hold, for example if the expected return in t + 1 exceeded the return in t, then the price of the security should be bid up in t. No information available at t should systematically predict the asset’s return in t + 1. We test a weak form of this efficiency, in which the only information incorporated in our efficiency tests is of an asset’s own historical returns and those of related markets.
Ideally, a test of spillovers would include not only the impact of prior information from foreign markets, but be able to distinguish the extent to which any contemporaneous correlation between the two markets is the result of developments in the foreign market:
If is a significant determinant of rt, then there are spillovers from the foreign to the domestic market, while if it can be determined that
matters for rt, then there is evidence both of spillovers and of domestic market inefficiencies. The difficulty in assigning the contemporaneous correlation between rt and
to developments in one market or the other is well known, so this section uses various tests of the impact of
on rt to reach conclusions regarding the most likely driver of the correlation between the two markets.
A complication with this analysis is that international bond markets are open at different times of the day, and hence the definition of prior information can be somewhat tricky (Figure 3). The main trading session for U.S. bonds opens at 7 am eastern standard time (EST) and the fix in the data is generally 4.30 pm.11 The other countries fall into three categories:
Figure 3. Intraday Price Quote Times
Source: Bloomberg, L.P.
Note: The figure shows times according to Eastern Standard Time in the United States. The bar for the United States shows hours for the main trading session; price quotes are nearly continuous from 6:30 pm Sunday to 5:00 pm Friday.
Asian markets (no overlap). The Australian (4.30 pm to 12.30 am EST) and Japanese (7 pm to 5 am EST) markets have no overlap with the main U.S. trading hours.
European markets (significant overlap). The French, Swedish, and U.K. markets open before the U.S. market (at 1.30 am EST for France and Sweden, 2.30 am for the United Kingdom) and the closing quote is for 1.30 pm EST, about two-thirds of the way through the U.S. session. To add a further complication, the U.S. market is most active during the overlap with the European markets.
Canadian market (synchronous). The Canadian market has essentially the same trading hours as in the United States.
As discussed above, the daily data comprise changes in yields from the fix on one day to the fix the next day, which means that longer lags are needed on the foreign variables to ensure no overlap of trading times. In particular, as the U.S. market closes later than other markets (except Canada), it is necessary to lag the change in U.S. yields two days vs. one day for the foreign markets to ensure no overlap in trading times.
This is an eminently sensible approach for Australia and Japan, where local trading closes before U.S. markets open (in the case of Canadian markets, where the trading sessions cover the same time period, the first lag of U.S. yields can be used). However, for the European markets—where there is a large overlap of the trading sessions—it results in using relatively outdated U.S. information. To see this, consider the test of the degree to which U.S. and U.K. markets interact. In the regression testing the influence of changes in U.S. yields on their U.K. counterparts, the lagged U.S. data are 21 hours “older” than the lagged U.K. yields, whereas in the reverse case the difference is only three hours. Thus, the results presented here put U.S. markets at a disadvantage in establishing the existence of spillovers.
The tests use the following specification:
where rt, pt, and it represent the real interest rate, associated inflation expectations, and nominal interest rates and the subscript t–1 is understood to mean prior data, as discussed above. Both systems involve first lags of the level and the difference of all variables in the system, and are thus a reparameterization of a vector autoregression (VAR) using two lags of the levels of rt, , pt and
, or it and
. The lag length was determined by examining standard tests for the optimal lag length of such a levels VAR. As the tests almost universally pointed to zero, one, or two lags, the specification above—which, as noted above, is equivalent to a VAR in levels with two lags except for parts of the lag structure—was adopted.
These specifications allow for a wide range of tests of efficiency. They are most easily explained using the specification for conventional bonds. Clearly, if excluding the change or level of the other countries’ yields (setting γ1 = γ2 = 0) significantly lowers the regression’s fit, then there is evidence for foreign spillovers. Similarly, a significant loss in the regression’s explanatory power due to the exclusion of past domestic yields (setting β1 = β2 = 0) is a sign of domestic market inefficiency.
In addition, by testing the variables individually one can also gain information as to the form of the inefficiency. If the current change in the yield depends on domestic or foreign past levels of yields (the regressions’ fit declines significantly if β2 or γ2 is excluded) this is a sign of error correction or mean reversion, a phenomenon we will call “long-run inefficiency.” Long-run inefficiency indicates that future short-run returns are predictable based on the difference of current returns from the long-run equilibrium.12 On the other hand, dependence of current changes in yields on past changes implies a more transitory dependence, which we will label “short-term inefficiency.”
Results of these tests are presented in Table 3. The table reports the p-values of Wald tests of the regressions’ goodness of fit under the coefficient restrictions described above—whether the change in current yields depends significantly on lagged changes in domestic or foreign yields (short-run inefficiency), levels of these yields (long-run inefficiency), or both (overall inefficiency). The results suggest that:
Table 3. International Bond Market Spillovers at a Daily Frequency
(p-values: January 2, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: Changes in interest rates and inflation expectations for each country are regressed on past levels and changes in interest rates and inflation expectations for the countries listed below and on past levels and changes in U.S. interest rates and inflation expectations. The regressions in Panel C do not include inflation expectations, p-values for three Wald tests are reported: (1) the exclusion of past changes in the dependent variables (short-run); (2) the exclusion of past levels of the dependent variables (long-run); and (3) the exclusion of both past changes in and past levels of the dependent variables (overall). Low p-values imply that the excluded variables are statistically significant determinants of current changes in interest rates or inflation expectations. Each panel contains four columns reporting, from left to right, results of the following tests: (1) the role of past U.S. variables in foreign markets; (2) the role of past domestic information in foreign markets; (3) the role of past foreign information in the U.S. market; and (4) the role of past domestic information in the U.S. market. Regressions for Japan begin in April 2004. p-values reported in bold are significant at the 5 percent level; those reported in bold italics are significant at the 1 percent level.
For real interest rates there is strong evidence of spillovers from U.S. markets abroad and no evidence of reverse causation. The tests reveal that past U.S. yields spillover (Granger-cause) current foreign yields in four of the six other countries, the exceptions being Australia (where the test fails only marginally) and Japan (which has a short sample). In addition, consistent with the “old” nature of some of the U.S. lagged data, most of these spillovers reflect “long-run” linkages while in many cases domestic markets fail the “short-term” test of efficiency, suggesting that the more up-to-the-moment domestic data could be capturing some of the spillovers from the United States. By contrast, none of the 36 entries for the United States are significant at conventional levels.
For inflation expectations the evidence for spillovers is weaker and more mixed with regard to market efficiency. U.S. inflation expectations Granger-cause their foreign counterparts in two of six markets. In addition, all of the foreign markets are inefficient with regard to their own past yields. However, these characteristics—domestic inefficiency and some foreign spillovers—also appear prevalent for U.S. expectations, suggesting that domestic factors are more important for inflation expectations than for real interest rates.
For nominal yields there is strong evidence of U.S. spillovers to foreign markets and some signs of a limited reverse effect. There are significant U.S. spillovers in four of six foreign markets, while spillovers in the other direction only occur in two markets. The evidence on domestic inefficiency is more surprising. Although only two foreign markets show signs that past prices help forecast current ones, several tests indicate domestic inefficiency in the highly liquid U.S. market. The types of spillovers present again reflect a range of linkages.
An important potential criticism of this approach is that the decomposition of nominal yields into real interest rates and inflation expectations can be distorted by time-varying risk premiums across markets. If shifts in risk aversion affect markets for nominal securities more than their index-linked counterparts, then daily changes in real interest rates and derived inflation expectations could reflect movements in investor sentiment rather than economic fundamentals. If this short-term variation in risk tolerance is linked across countries, it could lead to the finding of spillovers where none truly exist. We use a common measure of market volatility, the VIX index, to control for investor risk aversion. The efficiency regressions are augmented with the contemporaneous value and first two lags of the change in the VIX. The results, reported in Table 4, are very similar to those in Table 3. This suggests that global shifts in risk aversion are not driving common movements in interest rates and inflation expectations.
Table 4. International Bond Market Spillovers Controlling for Risk Aversion
(p-values: January 2, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: Changes in interest rates and inflation expectations for each country are regressed on past levels and changes in interest rates and inflation expectations for the countries listed below and on past levels and changes in U.S. interest rates and inflation expectations. The regressions in Panel C do not include inflation expectations, p-values for three Wald tests are reported: (1) the exclusion of past changes in the dependent variables (short-run); (2) the exclusion of past levels of the dependent variables (long-run); and (3) the exclusion of both past changes in and past levels of the dependent variables (overall). Low p-values imply that the excluded variables are statistically significant determinants of current changes in interest rates or inflation expectations. Each panel contains four columns reporting, from left to right, results of the following tests: (1) the role of past U.S. variables in foreign markets; (2) the role of past domestic information in foreign markets; (3) the role of past foreign information in the U.S. market; and (4) the role of past domestic information in the U.S. market. All regressions contain contemporaneous and lagged changes in the VIX equity market volatility index as a control for risk aversion. Regressions for Japan begin in April, 2004. p-values reported in bold are significant at the 5 percent level; those reported in bold italics are significant at the 1 percent level.
To further explore the data, we also examined changes in yields from the close of one week to the close in the next week. As overlapping trading hours are much less of an issue, we use first lags for all series. The results, reported in Table 5, are quite similar to the daily data—real interest rate linkages run entirely from the United States to foreign markets. There is somewhat weaker evidence of spillovers in nominal bonds and inflation expectations in the opposite direction. It should be emphasized that the absence of significance of these tests does not imply that there are no links between markets, as the effects could occur contemporaneously. Thus, the possibility that foreign markets are of some importance for U.S. interest rates cannot be ruled out completely. However, these data establish that foreign markets do depend significantly on U.S. developments.
Table 5. International Bond Market Spillovers at a Weekly Frequency
(p-values: January 4, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: Changes in interest rates and inflation expectations for each country are regressed on past levels and changes in interest rates and inflation expectations for the countries listed below and on past levels and changes in U.S. interest rates and inflation expectations. The regressions in Panel C do not include inflation expectations, p-values for three Wald tests are reported: (1) the exclusion of past changes in the dependent variables (short-run); (2) the exclusion of past levels of the dependent variables (long-run); and (3) the exclusion of both past changes in and past levels of the dependent variables (overall). Low p-values imply that the excluded variables are statistically significant determinants of current changes in interest rates or inflation expectations. Each panel contains four columns reporting, from left to right, results of the following tests: (1) the role of past U.S. variables in foreign markets; (2) the role of past domestic information in foreign markets; (3) the role of past foreign information in the U.S. market; and (4) the role of past domestic information in the U.S. market. Regressions for Japan begin in April, 2004. p-values reported in bold are significant at the 5 percent level; those reported in bold italics are significant at the 1 percent level.
Further results from regressions using intraday data on nominal bond yields, contained in Bayoumi and Swiston (2007), also indicate strong evidence of U.S. spillovers to other markets and no evidence for spillovers in the other direction. Information from U.S. markets is significant in every case except Japan, and for several countries the coefficients on prices are insignificantly different from one, suggesting that U.S. news is incorporated one-for-one into foreign markets. Although the analysis covers a relatively short period—four-and-a-half months—these results are similar to those in Goldberg and Leonard (2003); Ehrmann and Fratzscher (2003, 2005); and Ehrmann, Fratzscher, and Rigobon (2007), who also find strong spillovers from U.S. interest rates to European rates but weak ones from Europe to the United States.
The analysis here presents strong evidence of spillovers from U.S. markets to foreign markets. The findings are most convincing with regard to real interest rates and weakest for inflation expectations. The tests for reverse causation show no evidence of spillovers to U.S. real interest rates but some evidence for nominal bonds and inflation expectations. Overall, these results are consistent with a world in which real interest rates are significantly determined by events in U.S. markets.
We now move on to test the relative importance of bond spillovers across countries. Our results on efficiency suggest that spillovers for real interest rates and inflation expectations are somewhat different, so we focus on a specification using the daily data set that includes both of these components of nominal yields. Following on from the observation that our specification for testing the efficiency of markets was a reparameterization of a VAR in levels with two lags, we use such a VAR to quantify international spillovers. As the focus is on dynamic responses rather than the efficiency of the markets, first lags of U.S. yields are used. More specifically, the following VAR was estimated using data on the United States and each foreign market:
where Zt is the vector (rt, pt, ,
), the A vectors are coefficients, and εt is a vector of errors.
The order of the Cholesky decomposition requires discussion as, given significant contemporaneous correlations, it is central to the results. Owing to the predominance of spillovers from the United States to foreign markets, our base specification places the U.S. variables first in the ordering and foreign variables last—rt, pt, ,
. This assigns any contemporaneous correlation between U.S. and foreign variables to the United States, which appears to be justified given the results of Section III. Given the evidence that there could be feedback from foreign to U.S. markets with regard to inflation expectations, we also report an alternate specification. For the European and Canadian data, U.S. inflation expectations are placed last—rt,
, pt,
. For the Asian markets, as there is no overlap in trading, we ran
,
, rt, pt as the alternate ordering, with any contemporaneous correlation assigned to the Asian markets. Elsewhere, overlapping trading sessions make the appropriate ordering based on market trading times less clear, so rUS remains before r*.13
We report the results of the VAR in terms of impulse response functions (IRFs, shown in Figures A1-A6 in the Appendix) and variance decompositions (Table 6). The IRFs indicate that U.S. real interest rates and inflation expectations are extremely close to a random walk. A one standard deviation shock to U.S. real rates moves them up by around 0.045 percent, with a very slight tendency to fall over the next 50 days. None of the other variables in the VARs—U.S. inflation expectations, foreign real rates, and foreign inflation expectations have any significant impact. U.S. inflation expectations show a similar profile, except the decay over time is more pronounced and there are some significant long-term effects from Australian and French variables.
Table 6. Variance Decompositions after 50 Days
(Daily data from January 2, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: The table shows the percent of the forecast error variance of the variables in each row attributed to innovations in the variable in each column, at a horizon of 50 days. The ordering in the Cholesky decomposition used to identify shocks to each variable is RUS, PUS, R*, P* in the left-hand panel and RUS, R*, P*, PUS in the right-hand panel. Alternate ordering for Australia and Japan is R*, P*, RUS, PUS. Regressions for Japan begin in April 2004. VAR = vector autoregression.
By contrast, foreign variables appear subject to significant spillovers from U.S. markets. Domestic shocks in foreign real rates are smaller than in the United States, varying between 0.015 and 0.03 percent, but these are augmented by spillovers from U.S. real interest shocks that vary between 0.01 to 0.025 percent. In round figures, between one-quarter and one-half of U.S. real interest rate shocks are transmitted to foreign markets. These shocks account for a similar proportion of movements in foreign real rates. Finally, changes in U.S. inflation expectations generally have a temporary positive impact on real rates abroad.
Foreign inflation expectations have similarly sized own shocks to foreign real interest rates (0.015 to 0.03 percent). They also generally exhibit significant positive spillovers from both U.S. inflation expectations and (to a somewhat lesser extent) U.S. real rates. Finally, they are usually negatively affected by shocks to local real rates. One interpretation of the divergent signs with regard to spillovers from U.S. and domestic real rates is that increases in U.S. real rates are seen as a precursor of global inflation pressures (hence the positive relationship) but higher domestic real rates are seen as a reflection of monetary tightening, and hence lower expected inflation in the future.
The variance decomposition in Table 6 reports the importance of each shock in the outcome of each variable after 50 days. The results in the left columns, which use the base Cholesky decomposition, confirm that outcomes for U.S. real rates and inflation expectations are dominated by local shocks. By contrast, 20 to 60 percent of foreign real rate variances are determined by U.S. real interest rate shocks, with most of the rest reflecting domestic real interest rate shocks—U.S. and domestic inflation expectations generally play only a minor role.14 A similar quantitative pattern holds for foreign inflation expectations, except U.S. spillovers involve both U.S. inflation expectations and, to a lesser extent, U.S. real rates.
Results using the alternative Cholesky decompositions are reported in Figures A7-A12 in the Appendix and the right half of Table 6. Unsurprisingly, results for U.S. real rates remain essentially unchanged. Foreign inflation expectations now play a more important role in determining U.S. inflation expectations, although there continues to be evidence of U.S. spillovers, particularly from real rates, to foreign real rates and inflation expectations even under this specification.
An important concern about the VARs using daily data is that the time frame over which the results are projected is only 50 days, a relatively short period for macroeconomic analysis. To analyze the responses over somewhat longer periods, we repeated the VAR analysis using end-week data. The results of the IRFs (not shown for the sake of brevity) indicate that the patterns seen in the daily data are also true for longer periods. Indeed, as can be seen from the variance decompositions for these VARs reported in Table 7, the importance of spillovers appears to rise over longer horizons. After a year, U.S. factors on average comprise more than half of the variation in foreign real interest rates (aside from an anomalous result for Australia, where the importance declines to 2 percent, from 23 percent in the daily data), and spillovers from U.S. to foreign inflation expectations also rise.
Table 7. Variance Decompositions after One Year
(Weekly data from January 4, 2002 to December 29, 2006)
Source: Authors’ calculations.
Note: The table shows the percent of the forecast error variance of the variables in each row attributed to innovations in the variable in each column, at a horizon of 52 weeks. The ordering in the Cholesky decomposition used to identify shocks to each variable is RUS, PUS, R*, P* in the left-hand panel and RUS, R*, P*, PUS in the right-hand panel. Alternate ordering for Australia and Japan is R*, P*, RUS, PUS. Regressions for Japan begin in April 2004. VAR = vector autoregression.
This paper has used data on inflation-indexed bonds to examine domestic and international spillovers across countries. Given the dominant position of the United States in global bond markets—U.S. markets comprise almost two-thirds of all private bond trading—the focus has been on links between the United States and other major industrial countries with inflation-indexed bonds (Australia, Canada, France—which can be seen as a proxy for the euro area—Japan, Sweden, and the United Kingdom).
Using a variety of techniques, a relatively uniform picture emerges:
Real interest rates appear much more linked across countries than the corresponding inflation expectations, exactly as would be expected given that real rates are more likely to be affected by global factors while inflation expectations depend more on domestic events.
Real interest rate spillovers flow exclusively from the United States to other countries, and U.S. markets appear to efficiently absorb available information, in contrast to their foreign counterparts. Tests indicate that U.S. factors on average determine about one-half of foreign real interest rates and that, if anything, this proportion rises over time.
There are smaller international spillovers in inflation expectations, with the results again suggesting that U.S. spillovers tend to be the most important but with more evidence of reverse causation. U.S. market developments account for a quarter to a third of fluctuations in foreign inflation expectations, while reverse spillovers generally account for a smaller proportion of U.S. forecasts, although the exact results depend on the chosen specification.
Spillovers from the United States to Japan are similar to those for other countries. The absence of an active monetary policy, given that the Japanese had a zero interest rates over most of the sample period, does not appear to have materially affected the transition mechanism across international bond markets.
In addition to confirming the dominant position of U.S. bond markets in global yields, these results illuminate the underlying sources of these links. In particular, it makes perfect sense that U.S. markets are a major factor in determining global real rates, which should involve arbitrage across destinations, while inflation expectations—which are more domestically determined—are less integrated internationally and involve more complex dynamics. In addition, while U.S. developments are clearly crucial to global bond markets given the importance of its economy and financial markets, U.S. bond yields can and do also reflect international developments, such as the global “saving glut.” Deep and liquid U.S. bond markets are hence also central to global price discovery for long-term real rates.
Given the importance of long-term real interest rates in determining activity, these financial spillovers clearly represent an extremely important conduit from the United States to other industrial countries, particularly as real bond yields are also a key driver of the valuations of many other financial instruments, such as equities.
Figures A1-A12 show impulse-response functions up to a horizon of 50 days. Interest rates and inflation expectations are expressed in percentage points. The figures show the response, in percentage points, of the first variable listed to a one standard deviation shock in the second variable listed. The ordering of the Cholesky decomposition used to identify shocks to each variable is RUS, PUS, R*, P* in Figures A1-A6; RUS, R*, P*, PUS in Figures A8, A9, A11 and A12; and R*, P*, RUS, PUS in Figures A7 and A10.
Figure A2. Impulse-Response Functions, Canada
Source: Authors’ calculations.
Figure A3. Impulse-Response Functions, France
Source: Authors’ calculations.
Figure A4. Impulse-Response Functions, Japan
Source: Authors’ calculations.
Figure A5. Impulse-Response Functions, Sweden
Source: Authors’ calculations.
Figure A7. Impulse-Response Functions for Alternate Ordering, Australia
Source: Authors’ calculations.
Figure A11. Impulse-Response Functions for Alternate Ordering, Sweden
Source: Authors’ calculations.
Figure A12. Impulse-Response Functions for Alternate Ordering, United Kingdom
Source: Authors’ calculations.
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Thomas Harjes and Luca Antonio Ricci*
This paper estimates a small dynamic macroeconomic model for the South African economy with Bayesian methods. The model is tailored to assessing the impact of domestic as well as external shocks on inflation within an inflation-targeting framework, by incorporating forward-looking behavior of private agents and of the monetary authority. The model is able to display important empirical features of the monetary transmission mechanism that have been found in other studies. It helps to integrate the short-term inflation outlook into a consistent medium-term framework and to design the policy response for various shocks that affect inflation. [JEL E31, E37, E43, E52]
This paper estimates with Bayesian method a monetary model of the South African economy, which encompasses both open-economy features and forward-looking behavior of private agents and of the monetary authority. Such models are essential tools of monetary policy under an inflation-targeting regime, in order to meet the ongoing challenge of keeping the inflation expectations anchored in the fact of external shocks.
South Africa announced an inflation-targeting regime in 2000, which was implemented in 2002, with a target range in the low-moderate zone (generally 3-6 percent). Such regime has served South Africa well. Following the sharp depreciation at the end of 2001, inflation peaked at 11.3 percent in October 2002.1 The subsequent appreciation of the rand and monetary tightening led to a steady decline of inflation and inflation remained within the official target range of 3-6 percent for several years. At the same time, continuous improvements in the South African Reserve Bank’s (SARB) inflation-targeting framework strengthened its credibility and inflation expectations became much better anchored. More recently, however, rising global food and energy prices, together with a thriving economy, have contributed to higher inflation in 2007 and 2008.
Indeed, recent international experience with inflation targeting, as discussed, for example, in Roger and Stone (2005) and Mishkin and Schmidt-Hebbel (2007), provides some support for the view that inflation targeting is associated with an improvement in overall economic performance. Inflation targeting tends to help countries achieve lower inflation in the long run, experience smaller inflation response to oil-price and exchange-rate shocks, strengthen monetary policy independence, improve monetary policy efficiency, and obtain inflation outcomes closer to desired levels.
However, several authors, including Calvo (2001) and Mishkin (2004) have pointed to the specific difficulties that emerging market economies may face in conducting inflation targeting. First, credibility issues may weaken the design of optimal macroeconomic policy in these countries, and may reduce the effectiveness of monetary policy. Second, weak institutions may lead to currency substitution or liability dollarization, or even fiscal dominance, largely reducing the capability of the monetary authorities to effectively target inflation. Third, large exchange rate and other external shocks complicate the conduct of monetary policy, by introducing substantial volatility.
South Africa is not particularly affected by the first two types of issues. Macroeconomic polices have been impressive and currency substitution or liability dollarization are virtually absent. In particular, the sharp depreciation of the rand in 2001–02 has proven that there is certainly no “fear of floating.” However, like many other emerging market countries, South Africa implementation of the inflation-targeting strategy is often challenged by large exogenous—often external—shocks, as discussed above. In the typical environment in which many emerging markets operate—small open economies well integrated within a globalized world—an essential tool for policymaking lies in a coherent forward-looking framework for assessing the effect of external and domestic shocks on inflation, and for gauging the appropriate policy response.
To this purpose, this paper estimates with Bayesian methods a small dynamic macroeconomic model for the South African economy. The estimated model can help assess—within an inflation-targeting framework—the impact on inflation dynamics of the main domestic and external factors, such as those arising from exchange rates, domestic prices, and domestic as well as external demand. It is also able to display important empirical features of the monetary transmission mechanism in South Africa, and helps evaluate the policy response to shocks that affect inflation.
The model incorporates the central features of inflation targeting, including forward-looking behavior of private agents and of the monetary authority. As such, it embodies the basic principle that the fundamental role for monetary policy is to provide an anchor for inflation and inflation expectations. At the same time, it offers a consistent framework for understanding and interpreting inflation developments and for evaluating the central inflation forecast.2 Indeed, in an inflation-targeting framework, a sound inflation forecast is key to successful monetary policy.
Fitting the parameters to the South African economy with conventional, classical estimation methods is a big challenge, given economic and political developments in South Africa over the past decades, involving several structural breaks. The preapartheid sample would not be particularly informative about today’s monetary transmission mechanism; the economy was characterized by prolonged periods of negative real interest rates as well as significant trade and capital restrictions. Currently, South Africa enjoys a much broader integration with world trade and capital markets, a flexible exchange rate regime, and a monetary transmission mechanism where the repurchase rate of the central bank has a key role.3
Therefore, the model is estimated employing Bayesian methods over the postapartheid period. Bayesian method present an advantage if the sample is short, to the extent the researcher brings to the exercise priors that are informative (for example, obtained from the experience of other countries, whose analysis maybe benefited from longer time series). Moreover, Bayesian methods do not need to rely on assumptions about distributions of estimators and test statistics over hypothetical repeated samples. They are less sensitive to econometric issues, such as unit root and cointegration, which heavily alter the frequentist approach.4
This paper is in line with a growing literature estimating with Bayesian method’s small macroeconomic models for specific countries, see, for example, Honjo (2007) and Iakova (2007) for the United Kingdom and Honjo and Hunt (2006) for Iceland. For recent applications of Bayesian estimation methods to much more comprehensive dynamic stochastic general equilibrium models, see, for example, Smets and Wouters (2003) for the euro area; Smets and Wouters (2005) and Iakova and others (2006) for the United States; Elekdag, Justiniano, and Tchakarov (2005) for Korea; Lubik and Schorfheide (2007) for Australia, Canada, New Zealand, and the United Kingdom; and Justiniano and Preston (2008) for Canada. For an application of Bayesian methods to estimate a macroeconomic model for South Africa, see Ortiz and Sturzenegger (2007).
The model features a small open economy encompassing forward-looking aggregate supply and demand—as in the recent models with microfoun-dations developed by, among others, Woodford—as well as stylized lags in the monetary transmission channel. It includes internal shocks as well as external shocks from the rest of the world (here represented by the United States), which is kept exogenous. The particular specification of the model follows closely the one developed by Berg, Karam, and Laxton (2006a, 2006b) for the Canadian economy. The model is set up to represent the economy at a quarterly frequency and is mainly driven by four key equations: aggregate supply, aggregate demand, uncovered interest parity, and the monetary reaction function. Definitions and equilibrium relations complete the model. The properties of the key parameters are discussed in the Appendix, which also presents their values and the steady-state assumptions. These core equations are very close to standard ones in modern dynamic general equilibrium frameworks (Svensson, 2000; Walsh, 2003; and Woodford, 2003), although small modifications are in some cases necessary in order to bring the model to the data. Indeed, some features of the standard new Keynesian model have been persistently shown to be at odd with the data (the absence of a lag in the output gap in the Phillips curve ignores the higher persistence of this variable, while an uncovered interest parity with purely forward looking expectation would make the responsiveness of the exchange rate to shocks unrealistically high). Such modifications are discussed below.
The aggregate supply is described by a “New Keynesian Phillips” curve:
with
where π4t is the annual inflation rate, π4t+4 is the model-consistent inflation expectation four quarters ahead, πt is the annualized quarterly inflation rate, ygapt represents the output gap (defined as the difference between actual and potential output), zt is the log of the real exchange rate (an increase represents a real depreciation), cpit is the consumer price index, and st is the log of the nominal exchange rate (measured as local currency per 1 unit of foreign currency).5 A residual captures other temporary exogenous effects that are not explicitly modeled, such as supply or oil shocks. Thus, this augmented Phillips curve specification includes the output gap, the rate of real exchange rate depreciation, and both expected and past inflation levels. Expected inflation enters the equation due to the assumption of staggered price-setting (Calvo, 1983), while indexation schemes or the presence of irrational price setters can offer a rationale for the backward-looking inflation component (Steinsson, 2003). This somewhat stylized lag structure leads to a substantial degree of inertia in the inflation process, a phenomenon which is observed empirically. The real exchange rate reflects the effect of imported goods’ prices on inflation in an open economy.
Aggregate demand is modeled as follows:
Domestic output gap (ygapt) depends on both expected and past realizations of the domestic output gap, the lagged gap between the real interest rates (RRt) and its equilibrium value (RRequi), the lagged gap (zgapt) between the real exchange rate and its equilibrium value, and the foreign output gap (). A residual captures other temporary, exogenous effects (such as fiscal policy or other demand shocks).6 Only deviations of real interest rates, the exchange rate, and domestic and foreign demand from long-run equilibrium levels matter (not their levels). The effect of past demand on current demand can be ascribed to, for example, habit persistence in consumption (Fuhrer, 2000) or adjustment costs of investment. Future domestic demand can reflect the effect of intertemporal smoothing, or of forward-looking investment choices.
The uncovered interest rate parity condition in real terms determines the real exchange rate:
with
and reflecting the equilibrium level of the domestic risk premium (the foreign real return,
is assumed to be risk-free).7 A residual captures other temporary, exogenous effects, such as exogenous exchange rate shocks. The model displays Dornbusch-style overshooting with δ = 1. However, in this case, the exchange rate predicted by the model would tend to be excessively volatile compared with the data. Therefore, it is common to assign to δ a value less than one, although this would imply a deviation from fully rational expectations.
The monetary authorities are assumed to set the short-term nominal interest rates (RSt) according to the following monetary policy rule (or reaction function):
where is the equilibrium real interest rate (see the Appendix for a derivation) and
is the inflation target four quarters ahead. A residual captures other temporary, exogenous effects, such as policy mistakes.
In an inflation-targeting framework, the inflation forecast plays a crucial role in determining the policy rate. Any expected deviation of inflation from its target triggers a response of the nominal policy rate. The respective coefficient of these deviations (γπ) has to be larger than 1 (Taylor principle) to ensure stability of the model.8 In this case, the real interest rate increases if inflation is expected to be above target, and vice versa. Although inflation is the primary target, the output gap is also included in the reaction function reflecting the fact that the monetary authorities are not indifferent to output developments. Past levels of the policy rate are included in the reaction function to account for partial-adjustment dynamics in the interest rate, resulting, for example, from the preference of the monetary authorities for interest rate smoothing. Such a preference has been empirically found to be high (high ) in estimations of these models, possibly reflecting the resilience to respond aggressively to shocks in light of the uncertainty surrounding the persistence of the shocks.
This section estimates the model using Bayesian methods.9 The main estimation sample is 1994–2005, to capture the full postapartheid period, but results are quite similar when replicated only for the more recent period since the announcement of the inflation-targeting regime in 2000. We use data for nine series. CPIX inflation (πt) is from the SARB. Three other series are derived from the IMF’s International Financial Statistics data set: the short-term nominal interest rate (RSt, three-month government bonds), the bilateral real exchange rate vs. the United States (zt), and the U.S. short-term real interest rate ( the nominal interest rate on the three-month U.S. treasury bills minus the one-year inflation rate). The model is expressed in terms of gaps, for example, the gap between actual and potential output in the absence of nominal rigidities influences inflation. The output gap, in turn is also determined by the gap between the real interest rate and the natural rate, or equilibrium rate prevailing in absence of nominal rigidities. We follow the common approach in the literature for the canonical model of Woodford (2003) and estimate potential output, the natural rate of interest and other long-run equilibrium values with the use of simple linear filters (Lubik and Schorfheide, 2007).10 The Appendix describes how we derived the remaining five series: the domestic output gap (ygapt), the U.S. output gap
the real exchange rate gap (zgapt), the equilibrium domestic real interest rate
and the inflation target
Given a set of observables YT over a sample period T and a set of priors p (θ), the posterior density of the model parameters θ is given by:
where YT is the above set of nine variables and θ is the vector of eighteen parameters.11
A summary of the assumptions regarding the distribution of the priors for the parameters of the model and for the shocks can be found in Table 1. The type of distribution is chosen on the basis of the range of admissible values for the parameters (the beta distribution ranges between 0 and 1, whereas the gamma and inverted gamma ones are positive). The prior values for mean and standard deviations are guided by the following criteria (a deeper discussion of the choice of other priors is provided in the Appendix). First, country-specific knowledge about structural parameters or estimates available in other studies are employed. Second, model parameters are chosen to reflect some stylized facts of the monetary transmission mechanism. Third, parameters for similar models of other countries provide a benchmark (in particular, the U.S. and Canadian models prepared by Berg, Karam, and Laxton, 2006a and 2006b, which have been refined over several years). Fourth, the intuition behind the economic effect of the parameters of the model (described in the Appendix) has also guided the assessment of the suitability of the priors for the South African economy.
Table 1. Priors
Note: See Appendix for the choice of priors and an explanation of the λs. “SD” stands for standard deviation and “Inv.” for inverse.
The task was particularly difficult for the priors related to the monetary policy reaction function, as reliable estimates of the corresponding parameters are notoriously difficult to achieve. Moreover, the time period over which South Africa has implemented inflation targeting is relatively short. As priors for the weights on the lagged interest rate term and inflation, we use the values suggested by Berg, Karam, and Laxton (2006b) for the United States and Canada, which are close to those chosen by Lubik and Schorfheide (2007) for Australia, Canada, New Zealand, and the United Kingdom. We assign a somewhat smaller value to the output gap term in view of the greater potential of measurement error in real time (Orphanides, 2001). In contrast to some other recent studies on monetary policy in small open economies (Justiniano and Preston, 2008), we do not include the nominal exchange rate directly in the monetary reaction function. This is consistent with the evidence found by Ortiz and Sturzenegger (2007, Figure 3), who find a coefficient close to zero for the exchange rate fluctuations in the monetary reaction function of South Africa in 1997–2006. More broadly, empirical evidence in this regard is mixed, according to Lubik and Schorfheide (2007), who find evidence suggesting that the central banks of Australia and New Zealand do not target the exchange rate explicitly, whereas the Bank of Canada and the Bank of England do include the nominal exchange rate in their policy rule. Augmenting the policy rule in this regard could be an interesting area for future research.
Figure 1. Prior and Posterior Distributions: Selected Parameters
Note: The dotted line represents the prior point estimate, the gray and black lines represent the prior and posterior distributions, respectively, obtained using the Metropolis-Hastings algorithm.
Figure 2. Interest Rate Shock
(Deviations from control)
Note: Dynamic responses of output, interest rates, and inflation and exchange rates to a 100 basis point rise in the policy rate for one quarter.
Figure 3. Exchange Rate Shock
(Deviations from control)
Note: Dynamic responses of output, interest rates, and inflation and exchange rates to a 10 percent nominal depreciation for one quarter.
On the basis of the priors, we search for the posterior modes using Sims’ algorithm and check that a local optimum is found at these modes. Starting from these modes, we estimate the parameters by drawing from the posterior density using the Metropolis-Hastings algorithm with 500,000 replications. The acceptance rate for each draw was around 30 percent and convergence was achieved on the basis of the Brooks and Gelman (1998) criterion.
Table 2 reports the estimates for the posterior mean and the 90 percent confidence interval (for the reader interested in the frequentist interpretation of the result). The results should obviously be interpreted as a Bayesian updating of the authors’ priors. Figure 1 presents the prior and posterior distributions for selected parameters. The most notable characteristics of the estimation are inflation is reasonably forward looking (0.44 is the coefficient of lead inflation); and interest rates are highly sluggish (0.75 is the coefficient of lagged interest rate in the monetary reaction function). Data seem to be informative about most parameters, apart from the ones reflecting the inflation and output weights in the monetary reaction function. This is not surprising as the inflation-targeting regime has been adopted only recently, and implies that the monetary reaction function is mainly calibrated by priors than estimated by the data. The calibration for such a function is based on the Taylor rule, evidence for other countries adopting inflation targeting, and the objective of obtaining a reasonable policy and economic response to shocks. Nonetheless, the estimated parameters are quite close to those obtained from Ortiz and Sturzenegger (2007, Figure 3) for the 1996–2006 sample.
Table 2. Estimates: Posterior Distribution
Note: The posterior distribution is obtained using the Metropolis-Hastings algorithm. See the Appendix for an explanation of the λs. “SD” stands for standard deviation.
We also checked whether the results were robust to a different sample, a richer lag structure, or different priors. First, we estimated the model in a more recent sample (2000–05), given that the inflation-targeting regime was announced in 2000. Most parameters were very similar; the main difference, quite surprisingly, is visible in the less forward-looking component of inflation in the 2000–05 sample. The data are again not particularly informative about the monetary reaction function. Second, we also estimate a model with richer dynamic structure, to check whether the simulated response to shocks would be substantially different (see the Appendix for details on the richer dynamic structure). The parameters are generally similar, but the richer model has a lower marginal data density, which suggest that the more parsimonious model is preferred (as the two models are estimated on the basis of the same dataset, the marginal data density can allow us to compare them, by providing a summary indication of whether the use of additional parameters is justified on the basis of a better fit). Third, we tried different priors and the final results were generally similar.
The response of inflation, the output gap, and the exchange rate to a monetary policy shock in the model is consistent with the evidence found in other empirical studies of the monetary transmission mechanism (Figure 2).12 In particular, the model’s features are broadly consistent with the core forecasting model of the SARB (2007), which is a macroeconometric model with 18 structural equations. Considering deviations from the equilibrium solution of the model (control), a 100-basis point shock to the interest rate lowers domestic demand, appreciates the exchange rate, and, consequently, prices fall. To counter the fall in prices and the slowdown in output, the central bank lowers interest rates that fall below control about a year after the shock occurred. The effects on inflation and output peak several quarters after the initial monetary contraction. The effect on the exchange rate is relatively small. The monetary tightening results in an immediate nominal appreciation of less than one percent and nominal appreciation peaks at about 1.5 percent two quarters later.13
Shocks to the exchange rate have relatively moderate effects on inflation (Figure 3).14 An exchange rate shock that causes an unanticipated immediate appreciation of ten percent lowers inflation by about 0.6 percentage points one year later. Monetary policy reacts immediately by lowering interest rates by about 30 basis points, and the cumulative response amounts to 100 basis points after one year. Output falls by about 0.6 percentage points below potential, also with about a one-year lag and then recovers.
A price shock would require a relatively strong policy response (Figure 4). Exogenous price shocks could be interpreted as international oil or food price shocks. A price shock that initially raises the annualized quarterly inflation rate by 1 percentage point requires an increase in the nominal interest rate of about 140 basis points above the baseline after three quarters. This would increase the real interest rate by about 1 percentage points for several quarters. The associated output cost would be quite sizable, with the output gap peaking at about a negative 1 percentage point of GDP after two years and remaining in negative territory for about five years. This is mainly due to the inflation inertia in the model.
Figure 4. Price Shock
(Deviations from control)
Note: Dynamic responses of output, interest rates, and inflation and exchange rates to a 1 percentage point increase in inflation for one quarter.
Exogenous demand shocks could be interpreted as changes in the fiscal policy stance that is not explicitly modeled here. A positive demand shock of one percent of GDP (Figure 5) will raise the output gap. Inflation would increase only moderately (0.2 percent after about one year), as a tightening of the monetary policy stance would bring the policy rate by almost half of a percent. This would dampen demand and lead to a (nominal and real) exchange rate appreciation by about 2 percent in two years.
Figure 5. Demand Shock
(Deviations from control)
Note: Dynamic responses of output, interest rates, and inflation and exchange rates to a 1 percentage point increase in the output gap for one quarter.
This paper employs Bayesian methods to estimate a dynamic small open economy model for the South African economy. The model is tailored to the analysis of the effect on inflation of domestic and foreign shocks under an inflation-targeting regime. It embodies the basic principle that the fundamental role for monetary policy is to provide an anchor for inflation and inflation expectations. Although model and estimation uncertainties are bound to be large in these exercises, the estimated model is able to display important empirical features of the monetary transmission mechanism and can help assess the dynamic response of the main macroeconomic variables to shocks. Overall, the model can serve as a useful policy tool: it helps to integrate the short-term inflation outlook into a consistent medium-term forward-looking framework, and to design the policy response for various shocks that affect inflation.15,16
απ(1–απ) determines the importance of forward (backward)-looking components in inflation expectations. For example, a larger wage indexation to past developments would imply a lower απ. Note that the lower απ, the more difficult it is for the monetary authorities to change inflationary patterns, as the effect of inertial inflationary behavior is stronger. Given that South Africa has experienced high and volatile inflation in the recent past than Canada and the United States, we pick a slightly higher value, 0.25, than Berg, Karam, and Laxton (2006b) used for Canada and the United States.
αY, the slope of the Phillips curve, increases with the responsiveness of inflation to the output gap (it increases, for example, with the number of firms that adjust prices every period).15 Hence, the larger αY, the smaller would be the sacrifice ratio (that is, the cumulative loss in output as a percent of potential output necessary to permanently bring down inflation by 1 percentage point).16 We choose αY equal to 0.3, consistent with values reported in the literature (Gali and Gertler, 1999).
αZ relates directly to the weight of imported goods in the consumer price index (CPIX) basket and the pass-through of foreign currency prices (and hence also the nominal exchange rate) onto the domestic-currency prices of imports. A prior of about 0.15 can be derived from a weight of imports in the CPI of about 30 percent and an immediate pass-through of about 50 percent.
The output gap tends to exhibit substantial inertia (high ), as mentioned above possibly because of habit persistence. But, consumption smoothing is likely to be more constrained in developing than in industrial countries, although the effect from lead output (
) is usually limited. Accordingly, our priors for
and
are somewhat lower than values commonly applied for industrial countries (Berg, Karam and Laxton, 2006b).
The effect of interest rates is crucial for the monetary transmission mechanism, as a larger βRRgap would imply a more effective monetary policy.
The effects of exchange rates (βZgap) and of foreign output (βygap*) tend to be larger in more open economies.
Significant lags in the transmission of monetary policy imply that the sum of βRRgap and βZgap should be relatively small compared with . Our priors for βRRgap, βZgap and βygap* (0.12; 0.05; and 0.2) are consistent with values reported in the literature (Lubik and Schorfheide, 2007), once our prior for the effect of the lagged output gap is accounted for.
The parameter δ (with 0<δ<1) determines the degree to which exchange rate expectations are forward looking as opposed to backward looking. A value closer to 1 implies much more forward-looking expectations and make the exchange rate react much more in response to anticipated changes in fundamentals. As discussed in the text, a value equal to 1 delivers a standard uncovered interest parity condition and Dornbusch style overshooting.
The long-run steady state values for the variables of the model are chosen as follows:
= 4.5 percent (the midpoint of the inflation-targeting range),
= 2.25 percent (historic average for the U.S. real short-term interest rate),
= 1.25 percent, close to the spread in the last few years of the sample.
In steady state, these figures imply a real interest rate of about 3.5 percent and a nominal short-term rate of about 8 percent. All gaps that measure deviations of actual variables from their long-run equilibria are by definition zero. The real equilibrium exchange rate is held constant.
The domestic and foreign output gaps (ygapt and ) are calculated as the respective difference between actual and the HP trend (with a smoothing parameter of 1600). To avoid the notorious end-of-sample problems of the HP filters, the series for actual output in South Africa is assumed to converge to a long-run potential output growth of 4 percent.
The real exchange rate gap (zgapt) is calculated as the difference between the actual real exchange rate and the equilibrium one. The latter is evaluated as the HP filter of the real exchange rate, but it is imposed that the gap is zero in 2005:Q2, by using the LRX filter (a more sophisticated version of the HP filter) described in Berg, Karam, and Laxton (2006b, Appendix IV).
The South African equilibrium real interest rate () is assumed to be equal to 1 percent in 1994 because of capital control (1 percent is approximately the average since 1970) and to reach 3.5 percent from 2007:Q4 onwards. In between these dates, it is smoothed using the using the LRX filter.
The South African risk premium () is assumed to be the gap between the South African and the U.S. equilibrium real interest rate (the latter being assumed at 2.25, the historical average).
The inflation-targeting regime was announced in 2000 and started in 2002 with a target range of 3-6 percent. For the estimation purposes, we implicitly assume that the monetary authorities have been setting the interest rate with a criterion that is similar to inflation targeting throughout the sample. The inflation target () is assumed to be given by the HP filter of actual inflation until end-2000 (by then, the actual inflation was close to the upper side of the range, 6 percent). Since 2001, it is assumed that the target progressively declines towards the middle of the range, 4.5 percent (more precisely, the inflation target is given by the LRX filter passing through: 6 percent in 2001:Q1, 5.5 percent in 2003:Q1, 5 percent in 2004:Q1, 4.5 percent in 2005:Q1). Note that in the estimation based on the 2000–05 sample, assumptions related to years before 2000 are irrelevant.
In the Bayesian estimation, the variables that are exogenous to the theoretical model (foreign output gap, foreign interest rate, real exchange rate gap, the equilibrium real interest rate, and the inflation target) are assumed to mean revert to their equilibrium or steady state value by an autoregressive pattern: X = λ*X (–1) + (1–λ)*Xbar, where X represents the five variables above and Xbar their steady state. Hence, in addition to the 12 parameters of the model, we also estimate five λ autoregressive terms, one for each variable, λ1 to λ5 respectively. As a consistency check, we also allow for the steady state real interest rate (toward which the equilibrium real interest rate converges at a rate equal to λ4) to be stochastic, and we estimate it (RR steady state in Tables 1 and 2); the estimation confirms a figure close to 3.5, consistent with the forecast assumptions. Hence, we estimate a total of 18 parameters.
The richer model encompasses three additional terms: a second lag for inflation in the aggregate supply equation, to better account for inflation inertia; a lag of the change in the real exchange rate into the same equation, to better account for pass-through; a second lag of the real interest rate gap into the aggregate demand equation, to better capture the monetary policy transmission mechanism.
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Jiandong Ju, Yi Wu and Li Zeng*
Using two recently constructed measures of trade liberalization dates, this paper studies the impact of trade liberalization on imports, exports, and overall trade balance for a large sample of developing countries. We find strong and consistent evidence that trade liberalization leads to higher imports and exports. However, in contrast to Santos-Paulino and Thirlwall (2004), who found a robustly negative impact of trade liberalization on the overall trade balance, we find only mixed evidence of such a negative impact. In particular, we find little evidence of a statistically significant negative impact using our first measure of liberalization dates, which extends Li (2004). Using a second measure of liberalization dates compiled by Wacziarg and Welch (2003), we find some evidence that liberalization worsens the trade balance, but the evidence is not robust across different estimation specifications, and the estimated impact is smaller than that reported by Santos-Paulino and Thirlwall (2004). [JEL F11, F14]
Many developing countries have substantially liberalized their trade regime over the past three decades, either unilaterally or as part of multilateral initiatives. Nevertheless, trade barriers remain high in many developing countries. One of the concerns that attributes to the reluctance of many of these countries to liberalize their trade regime is the possible worsening of the trade balance.1 This is the question we want to investigate in this study: did past liberalization episodes in developing countries lead to a deterioration of their trade balance?
On the theoretical ground, Ostry and Rose (1992) offer an extensive survey of the macroeconomic effects of trade tariffs based on different theoretical frameworks, including the income-expenditure approach, the monetary approach, and the intertemporal approach. The authors conclude that there is no clear conclusion about the effect of a tariff change on the trade balance. The effect depends on the behavior of real wages and exchanges rates, on the values of a variety of elasticities, the degree of capital mobility, and whether the tariff shock is perceived as temporary or permanent.
Using a simple two-period intertemporal trade model, we analyze the effect of trade liberalization on the import, the export, and the trade balance in a small country. The effects rely on the interactions among the real income effect, the intratemporal substitution effect between importing goods and exporting goods, and the intertemporal substitution effect across time periods. The intertemporal substitution effect is negligible, as the tariff reductions are permanent, and the small country takes the world prices and the interest rate as exogenous. Tariff reductions increase the real income and decrease the price of the import good. Thus, both the real income effect and the intratemporal substitution effect increase imports. The intratemporal substitution effect decreases the domestic consumption of the exportable good, whereas the real income effect increases it. Assuming the former effect dominates, trade liberalization will increase exports. As trade liberalization increases both exports and imports, the difference of these two, the trade balance, may increase or decrease due to tariff reductions. The impact of trade liberalization on the trade balance, therefore, needs to be investigated empirically.
One stream of the related empirical literature attempts to find out how trade liberalization affects a country’s imports, and generally finds a positive impact (Melo and Vogt, 1984; Bertola and Faini, 1991; and Santos-Paulino, 2002a). There are also empirical researches focusing on the effects of trade liberalization on exports, where the findings are more mixed. Some of them show that countries which embarked on liberalization programs have improved their export performance (Thomas, Nash, and Edwards, 1991; Ahmed, 2000; and Santos-Paulino, 2002b), whereas others have found little evidence of such a relationship (Greenaway and Sapsford, 1994; Jenkins 1996).
For policymakers, the impact of trade liberalization on the overall balance would be the more important question. There have been, however, surprisingly few cross-country empirical studies on the subject. Ostry and Rose (1992) studied the impact of tariff changes on the trade balance using five different data sets, mostly data from the Organization for Economic Cooperation and Development countries, and found no statistically significant effect. UNCTAD (1999) studied the effect of trade liberalization on the trade balance for 15 developing countries over the period of 1970–1995, and found a significant negative relationship. In a more recent paper, Santos-Paulino and Thirlwall (2004) studied the effect of trade liberalization on imports, exports, and on the overall trade balance using a sample of 22 developing countries for the period of 1972–97. They found that liberalization stimulated export growth but raised import growth by more, leading to a worsening of the overall trade balance.
One constraint researchers on the subject often face is the lack of systematic data measuring the dates of trade liberalization. Indeed, due to data limitation, most of the empirical studies on the subject are constrained to country case studies. In this paper, we use two recently compiled data sets establishing trade liberalization dates that cover a large sample of developing countries for a long period of time. In particular, our two samples cover 39 and 77 developing countries for the period of 1970–2004, and 1970–2001, respectively. Our study focuses on the impact of trade liberalization for developing countries, for which the policy relevance of this question remains especially high. We find strong evidence that trade liberalization leads to faster import and export growth. The evidence on the overall trade balance, however, is mixed. Using our first measure of trade liberalization dates, we find little evidence that trade liberalization worsens the trade balance. There is some evidence that liberalization leads to a deterioration of the trade balance when we use our second measure of liberalization dates, although the finding is not robust to alternative estimation specifications.
This section develops a two-period intertemporal trade model to analyze the effect of trade liberalization on the import, the export, and the trade balance. Since our empirical analysis investigates permanent tariff reductions in developing countries, we study a permanent tariff reduction in a small country in this theoretical analysis. The key insight relies on the interactions among the real income effect, the intratemporal substitution effect between importing goods and exporting goods, and the intertemporal substitution effect across time periods.
The life-time utility function for the representative consumer in the home country is defined as
where Ct is the consumption in period t (t = 1,2) and β is a time-preference factor. With respect to technology, the home country specializes in producing a single good, labeled as good 1, and the foreign country specializes in producing good 2. Let the output of good 1 in period t be yt1. The linear homogeneous production function for good 1 is yt1 = F (kt, L) where kt and L are capital and labor used in production, respectively. We assume that labor supply, L, is fixed, and is normalized as 1 from here on. The capital stocks evolve according to
where It is the investment in period t and the depreciation rate is assumed to be zero.
Consumption and investment are composite of foreign and domestic goods:
where is an Armington aggregator and 0<p≤1. The elasticity of intratemporal substitution between foreign and domestic goods is σ = 1/(1 —ρ) and 1 < σ < ∞. This setup is standard in the literature of international real business cycle (IRBC) (see Backus, Kehoe, and Kydland, 1992 and 1994 for more discussions). While the IRBC literature uses an infinite horizon model for calibrations, we use a two-period model to get closed form solutions, in order to provide some intuition for our empirical investigations.
Similar to the argument in Ostry (1988), the consumer may be viewed as solving a two-stage optimization problem. In the first stage, the consumer chooses xt1 and xt2 to minimize her expenditure for a given level of consumption and investment, Ct + It. That is, she solves
where pti is the domestic price of good i. Letting t be an ad valorem tariff rate on imports, we have and
where
is the world price. The solution to this problem yields the expenditure function
where To simplify the analysis, we assume that the world prices do not change. That is,
for j = 1,2, and therefore, we have q1 = q2 = q. Using the envelope theorem, we have
The intertemporal budget constraint for the consumer can be written as
where r is the world interest rate that the small country takes as exogenous. The government redistributes the tariff revenue, back to the consumer in every period. Note that capital, k2, accumulated in period 1 will be consumed at the end of period 2 and k3 will be zero, implying that I2 = k3–k2 = −k2. In the second stage, the consumer chooses C1, I1, and C2 to maximize lifetime utility (1) subject to the intertemporal budget constraint (3) (k1 is given by history and is not subject to choice on date 1).
Using Equation (3) to substitute C2 in (1), the two first order conditions for C1 and I1 are
and
where is the aggregate price index, excluding the tariff revenue effect. Equation (4) is the standard Euler equation, and equation (5) states that the marginal value product of capital equals the interest rate. C1, I1, and C2 are solved by equations (3), (4), and (5). The import value Mt, the export value Xt, and the trade balance TBt are correspondingly written as
Note that the intertemporal budget constraint (3) implies that TB1 + TB2/(1 + r) = 0.
We are now ready to discuss the effect of trade liberalization. With some computations, we can show that ∂Q/∂τ >0. Hence, the aggregate price index declines as tariff rate t decreases. Equation (5) then indicates that k2, and therefore I1 must increase, since now the real price of the domestic product, p21/Q, becomes higher. Rewriting the intertemporal budget constraint (3), we have
The value of the right-hand side of equation (6) increases as k2 increases. Therefore, C1 + I1 must increase. The proof is straightforward: if C1 + I1 were smaller, then C1 would be smaller since I1 is larger, then C2 would be smaller using equation (4), so that the value of the left-hand side of equation (6) would decline, and that would be a contradiction.
When tariff rate τ is reduced, the real price of the domestic good and therefore the real income increases. This is labeled as the real income effect, which increases both consumption demand and investment demand. The intertemporal substitution effect across time periods is negligible. Even if C1 declines, C1 + I1 must be higher after tariff reductions.
The effect of trade liberalization on the import value in current period is
It is easy to show that the first derivative in the right-hand side of equation (7) is This is called the intratemporal substitution effect; the tariff reduction reduces the price of the import good and therefore increases the import demand. As we have argued above, the real income effect implies that ∂(C1 + I1)/∂τ <0. Thus, both the intratemporal substitution effect and the real income effect increase the value of imports.
Noting that y1 = F (k1) does not change, the effect of trade liberalization on the value of exports in current period is
Now, the first derivative in the right-hand side of equation (8) is That is, the intratemporal substitution effect decreases the domestic consumption of the exportable good and therefore increases the export value, whereas the real income effect does the opposite. Assuming the former effect dominates, we have ∂X1/∂τ<0. Hence, trade liberalization increases the export value.
As both X1 and M1 increase, the difference of these two, the trade balance, may increase or decrease due to tariff reductions. More precisely, with some computations, we have
and its sign may be positive or negative. Summarizing we have:
Tariff reductions increase the value of imports in the current period. If the intratemporal substitution effect dominates the real income effect, tariff reductions increase the value of exports in the current period. The effect of tariff reductions on the trade balance is ambiguous.
Since y1 = F(k1) does not change, our results also hold for the ratio of the import value, the export value, and the trade balance to GDP, which we will use as the dependent variables in our empirical study. As we will show next, the theoretical results we derived above are consistent with our empirical investigations.
Our first measure of trade liberalization dates is based on Li (2004), who has individually documented trade liberalization episodes in 45 countries between 1970 and 1995. We extended the liberalization measure for the 39 developing countries2 in her data set to 2004 using the tariff data from the United Nations Conference on Trade and Development’s Trade Analysis and Information System (TRAINS) database (supplemented by data from the IMF’s Trade Policy Information Database—TPID). In doing so, a trade liberalization episode is identified if there is a continuous and accumulated tariff reduction by at least 35 percent (for example, a tariff reduction from 15 to 9.75 percent).3 However, once a country’s overall tariff level reaches 10 percent or lower, we regard it as open and a further tariff cut, even by more than 35 percent, will no longer be considered as a liberalization episode.4 The IMF’s TPID database also rates a country’s nontariff barrier level into three categories (open, moderate, and restrictive). In addition to looking at tariff reductions, we also take the reductions in nontariff barriers into consideration when defining a liberalization episode. However, it turns out that reductions in nontariff barriers are usually accompanied by large tariff cuts.
Table 1 reports our first measure of liberalization dates covering the period between 1970 and 2004, with the years of liberalization episodes highlighted (tariff reductions typically spread over several years). Two observations are worth mentioning. First, the period of 1985–95 seems to be the “opening-up decade” for developing countries. Almost all the countries in our sample experienced one or more episodes of liberalization during this period. Secondly, many countries experienced multiple episodes of liberalization (this is the case for 20 of the 39 countries in the sample). Indeed, trade liberalization is still an ongoing process for many developing countries.
Table 1. Trade Liberalization Episodes (Measure of Liberalization Dates Based on Li, 2004)
Sources: Li (2004); United Nations Conference on Trade and Development, Trade Analysis and Information System database; IMF, Trade Policy Information Database; Wacziarg and Welch (2003).
Note: X represents a year of trade liberalization, 0 represents no trade liberalization.
For countries that experienced multiple liberalization episodes, a subsequent liberalization is often implemented either because the earlier one was limited in scope or was later reversed (at least partially). We, therefore, define a trade liberalization dummy, which takes the value of one after the end of the last recorded liberalization episode for a country and zero beforehand.5
Our second measure of trade liberalization dates is from Wacziarg and Welch (2003). Wacziarg and Welch define the liberalization date as the date after which all of the Sachs and Warner (1995) openness criteria are continuously met. In particular, Wacziarg and Welch classify a country as closed if it displays at least one of the following characteristics: (1) average tariff rates of 40 percent of more; (2) nontariff barriers covering 40 percent or more of trade; (3) a black market exchange rate that is depreciated by 20 percent or more relative to the official exchange rate, on average; (4) a state monopoly on major export; and (5) a socialist economic system. However, data limitations often forced them to rely on country case studies of trade policy. One advantage of the Wacziarg-Welch data set is that it covers a substantially larger sample of developing countries. The Wacziarg-Welch liberalization dates are also reported in the last column of Table 1 (only for the overlapping countries).
We note in many cases the identified dates are very close across the two measures. For example, our first measure would identify 1992 as the year that Argentina liberalized its trade regime, compared with 1991 in Wacziarg and Welch (2003). For multiple liberalization episodes identified by our first measure, in several cases the Wacziarg-Welch date is closer to the first episode. For example, our first measure suggests that Chile had two episodes of liberalization, during 1974–79 and 1985–92, respectively. Thus, our first liberalization dummy will be one starting from 1993. The Wacziarg-Welch liberalization measure, instead, identifies 1976 as the year after which the economy has been open. This misses the reversal afterwards and the second liberalization during 1985–92.6 Finally, in a few cases, the identified liberalization dates are quite different across the two measures. For example, Li (2004) identifies a liberalization era lasting from 1985 to 96 for Indonesia (average nominal tariff more than halved), whereas Wacziarg and Welch classify Indonesia as open from 1970. Nevertheless, the two measures are significantly and positively correlated, with a correlation coefficient of 0.57 (for countries in which they overlap).
Table 2 tabulates the average import-, export-, and trade-balance-to-GDP ratios using our first measure of trade liberalization for the periods before and after liberalization. Reported at the bottom of the table are crosscountry averages. In general, countries not only import but also export more after they liberalized their trade regimes. The cross-country average import-to-GDP ratio increased from 23.8 to 30.6 percent, with 33 countries seeing their import-to-GDP ratio increased vs. four countries experiencing a decline. The average export-to-GDP ratio increased from 19.5 to 24.1 percent, with the ratio increased in 28 countries and reduced in nine countries. The average increase in exports, however, is smaller than that of imports, as the average trade deficit slightly increased from 4.3 to 6.5 percent. However, the picture is not uniform across countries—22 countries experienced a deterioration of the trade balance after liberalization and 15 countries actually had an improved trade balance.
Table 2. Import, Export, and Trade Balance-to GDP-Ratios Before and After Trade Liberalization
(Extended Li Trade Liberalization Measure, 1970–2004)
Source: Authors’ calculations based on data from IMF, International Financial Statistics database.
Table 3 reports the summary statistics using the Wacziarg-Welch measure of trade liberalization dates.7 The average import-to-GDP ratio increased from 25.1 percent before liberalization to 29.9 percent afterwards. In all, 47 of the 62 developing countries that experienced trade liberalization during the period had higher import-to-GDP ratios. The average export-to-GDP ratio increased from 18.5 to 20.4 percent, with 40 countries experiencing an increase in the average ratio and 22 countries a decrease. Finally, the average trade deficit increased from 6.5 to 9.5 percent, with 41 out of 62 countries experienced a worsening of their trade balance.
Table 3. Import, Export, and Trade Balance-to GDP Ratios Before and After Trade Liberalization
(Wacziarg-Welch Trade Liberalization Measure, 1970–2001)
Source: Authors’ calculations based on data from IMF, International Financial Statistics database.
Tables 2 and 3 are nevertheless only simple summary statistics. To pin down the partial impact of trade liberalization on the trade balance, one needs regression analysis to control for other factors that also affect the trade balance, which we do in the next section.
We follow Santos-Paulino and Thirlwall (2004) to use trade balance over GDP as the dependent variable and estimate the following dynamic panel equation:
where TB denotes the trade balance (the lagged dependent variable is included in the equation to control for adjustment dynamics); lib is the trade liberalization dummy; ŷit and are domestic and foreign real GDP growth respectively; rêerit and TÔT denote the change in (log) real exchange rate and terms of trade respectively. We also include fiscal-balance-to-GDP ratio (fisr) to control for the impact of government fiscal policy on the trade balance. Finally, ui represents time in varying country-specific effects, and vit is a well-behaved disturbance term.
Trade, GDP, and fiscal balance data are from the IMF’s International Financial Statistics (IFS) database. Terms of trade data are from the IMF’s World Economic Outlook database. Foreign (real) GDP growth is the weighted growth rates of a country’s export market countries, where the weight is the market country’s 1990 share of the home country’s total exports. Bilateral trade data used to calculate the weights are from the IMF’s Direction of Trade Statistics database. Finally, the real exchange rate is calculated as a geometric weighted average of bilateral real exchange rates between home country and its trading partners:
where i indicates home country and j indicates trading partner countries. Ei,us is the nominal exchange rate of country i in U.S. dollar per local currency unit, and Wij is the share of country j in country i’s total trade with its major trading partners. Countries whose trade share in home country is larger than 10 percent are included as major trading partners in calculating reer except China, because of incomplete consumer price index (CPI) data (both CPI and bilateral exchange rate data are from the IFS). An increase in reer indicates a real appreciation.
Before studying the impact of trade liberalization on the overall trade balance, we first analyze its impact on imports and exports separately. The standard trade equation would use the log of import and export volume as the dependent variable to derive income and price elasticities. This, however, will dramatically reduce our sample size due to missing import/export price data for many countries. Because income and price elasticities are not our primary interests, we use the import- and-export-to-GDP ratio (in log)8 as the dependent variable in the import and export analyses to maintain our sample size and for consistency between import-export regressions and the trade balance regressions (where trade balance over GDP is the dependent variable).
The regression results using our first measure of liberalization dates are reported in Table 4. The sample covers 39 countries with 1,202 observations. Column (1) reports the fixed effects panel regression as a benchmark. The trade liberalization dummy is positive and significant at the 1 percent level, indicating that liberalization leads to higher import growth. In addition, higher domestic growth also leads to a higher import-to-GDP ratio, suggesting an income elasticity larger than 1. Both real exchange rate appreciation and improved terms of trade (through lower import prices) lead to lower imports (in value), suggesting a price elasticity lower than 1.9Finally, the positive sign on the fiscal balance is a bit puzzling, as we would expect that an improvement in the fiscal balance lowers the import demand.
Table 4. Trade Liberalization and Imports
(Extended Li Trade Liberalization Measure, 1970–2004)
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
However, under the dynamic panel setting fixed effects estimates, even if the country fixed effects assumption is correct, will be consistent only if the time series dimension of the panel goes to infinity. We, therefore, use the system-generalized method of moments (GMM) developed by Blundell and Bond (1998) to get consistent estimates.10 As a robustness check, we report both one-step and two-step estimates. The two-step procedure involves the additional computation of an optimal weight matrix, but is theoretically more efficient. We first follow the standard procedure to use all available lags of the dependent variable and the exogenous regressors in levels dated t – 2 to all earlier years as instruments in the estimation.11 However, too many instruments can “overfit” endogenous variables and bias coefficient estimates, as well as weaken Hansen test of instrument validity (Ziliak, 1997; Bowsher, 2002), and it has been suggested that shorter lags of instruments be used (Arellano, 2003; Roodman, 2007). We, therefore, also report GMM estimates only using lags dated t – 2 and t – 3 as instruments (labeled as GMM (2, 3) in the tables). The GMM estimates are reported in columns (2)–(5) of Table 4.
The results are broadly similar to the fixed effects regression12 except that the fiscal balance now becomes insignificant and domestic GDP growth becomes insignificant when shorter lags are used as instruments. In all specifications, trade liberalization is shown to lead to higher imports. The Arellano-Bond test confirms the absence of second order correlation of the disturbance term required for consistency, and the Hansen test also does not reject the null hypothesis of joint validity of instruments.13
Table 5 reports the import regressions using the Wacziarg-Welch measure of trade liberalization dates that covers a larger sample of 77 developing countries (62 of which “opened up” during the sample period) with 2,039 observations. The results are broadly similar to those reported in Table 4 except that the fiscal balance now becomes negative as expected, although insignificant. The trade liberalization dummy is positive and significant at the 1 percent level in all specifications. The estimated coefficients are larger than those reported in Table 4. For example, for one-step GMM (2, 3), the coefficient on the trade liberalization dummy is 0.074 vs. 0.047 in Table 4.
Table 5. Trade Liberalization and Imports
(Wacziarg-Welch Trade Liberalization Measure, 1970–2001)
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
The regression results for exports are reported in Tables 6, and 7, for the two measures of trade liberalization dates, respectively. The pattern of coefficients is broadly as expected and consistent across the two measures: higher foreign growth and terms of trade improvement lead to higher exports; and real exchange rate appreciation lowers exports.
Table 6. Trade Liberalization and Exports
(Extended Li Trade Liberalization Measure, 1970–2004)
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
Table 7. Trade Liberalization and Exports
(Wacziarg-Welch Trade Liberalization Measure, 1970–2001)
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
The trade liberalization dummy is positive and significant either at the 5 or 10 percent level in all regressions except in the fixed effects regression when the Wacziarg-Welch trade liberalization dates are used. This suggests that developing countries not only import more after liberalizing their trade regime, but also export more. We observe, however, that the coefficients on the trade liberalization dummy from the export regressions tend to be smaller than those from the import regressions. For example, for one-step GMM (2, 3), the coefficients from the export regressions are 0.030 and 0.036 for the two measures of liberalization dates, respectively, whereas the corresponding coefficients from the import regressions are 0.047 and 0.074, respectively. This indicates that liberalization may lead to higher import growth than export growth, possibly leading to a deterioration in the overall trade balance.14
In this section, we study the impact of trade liberalization on the overall trade balance. The regression results using the Li measure of liberalization dates are presented in Table 8. Among the control variables, domestic GDP growth is negative and significant. Foreign GDP growth is positive although only significant in the fixed effects and one-step GMM regressions. The change in real effective exchange rate is negative although insignificant. This is not too surprising given that it is negative in both the import and export regressions. The change in terms of trade is consistently positive and significant. Finally, the fiscal balance is positive as expected, although only significant in the one-step GMM regressions.
Table 8. Trade Liberalization and the Trade Balance
(Extended Li Trade Liberalization Measure, 1970–2004)
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
The liberalization dummy is negative and significant in the fixed effects regression. However, it becomes insignificant in all the GMM regressions, although it remains negative. Since GMM yields consistent estimates, the evidence here gives little support to the claim that trade liberalization has a negative and significant impact on the overall trade balance.
Table 9 reports the results using the Wacziarg-Welch measure of trade liberalization dates. The results for the control variables are again broadly as expected. Higher domestic GDP growth leads to a deterioration of the trade balance, whereas higher foreign GDP growth improves a country’s trade balance. Real exchange rate appreciation also tends to lead to a deterioration in the trade balance, although for the GMM regressions the coefficient is only significant when the shorter list of instruments are used. There is a strong evidence across different specifications that positive terms of trade shocks improve the trade balance. For the fiscal balance, although the coefficient is always positive as expected, it is only significant in the fixed effects regression.
Table 9. Trade Liberalization and the Trade Balance
(Wacziarg-Welch Trade Liberalization Measure, 1970–2001]
Note: *, **, and ***represent significant at 10, 5, and 1 percent levels, respectively. Robust standard errors are in parenthesis, with robust standard errors for the two-step estimates calculated using the Windmeijer (2005) correction.
In contrast to the results in Table 8, the trade liberalization dummy is negative and significant in all specifications except in the standard two-step GMM estimation. For example, the one-step GMM (2, 3) estimate of the trade liberalization dummy is −1.30, suggesting an immediate worsening of the trade balance-to-GDP ratio of 1.3 percent after liberalization, which we note is substantially smaller than the estimates (–2.52 and −3.57) reported in Santos-Paulino and Thirlwall (2004).
Finally, we rerun the trade balance regressions using the Wacziarg-Welch liberalization dates, but limit the sample to the 39 countries in the Li data set. The results (not reported) are broadly similar to those reported in Table 9. In particular, the trade liberalization dummy is negative and significant in all specifications except in the standard two-step GMM. This suggests that the difference between Tables 8 and 9 is more likely from the difference in the measure of liberalization dates than from the difference in country coverage.
In summary, unlike in the import and export analyses, where we get consistent results across the two measures of liberalization dates, in the analysis of liberalization’s impact on the overall trade balance, we get different results depending on the measure used. There is little evidence that liberalization worsens the overall trade balance using the Li measure, but some evidence of a negative impact when the Wacziarg-Welch measure is used.
It is a common concern among developing countries that trade liberalization could lead to a deterioration of their trade balance. Despite the importance of the question, cross-country empirical studies on the subject have been scarce. In a recent paper, Santos-Paulino and Thirlwall (2004), using a data set of 22 developing countries for the period of 1976–98, find strong evidence of such a negative impact. This paper studied the impact of trade liberalization on imports, exports, and the trade balance for developing countries using two recently compiled measures of trade liberalization dates that cover a much larger sample of developing countries and for longer time periods.
In a simple theoretical model, we show that trade liberalization increases both exports and imports, although it has ambiguous effects on the trade balance. Consistent with the theoretical results, we find robust and consistent evidence using both measures that trade liberalization in developing countries promotes both imports and exports. The results, however, are mixed for the impact on the overall balance depending on the liberalization measure used. Using an extended Li (2004) measure of liberalization dates, we find little evidence of a statistically significant negative impact of liberalization on the overall trade balance. There is, however, some evidence that liberalization worsens the trade balance when the Wacziarg-Welch liberalization dates are used, although the evidence is not robust across different estimation specifications. And even in this case, the estimated impact is smaller than that reported by Santos-Paulino and Thirlwall (2004).
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Dealers learn about asset values as they set prices and absorb informed order flow. These flows cause inventory imbalances. This study models price setting in markets such as foreign exchange, U.S. treasury bonds, European sovereign bonds, and the London Stock Exchange, where market makers have multiple instruments to smooth inventory imbalances and update priors about asset values. Estimating a dealer pricing model with multiple instruments for inventory control and information-gathering yields support for what at times have been elusive inventory and asymmetric information effects. The model presented yields direct measures of the structural-liquidity cost parameters faced by market makers, akin to Kyle’s Lambda. For example, the estimates presented suggest that a $10 million incoming purchase pushes price up by roughly one basis point, and dealers expect to immediately lay off one-third of every incoming order. Compared with estimates of price setting in single dealer markets, price shading is found to have a smaller role in inventory management and information effects are shown to be stronger. Hence, estimating traditional microstructure models (based on only one market maker per asset) on data from asset markets where market makers have multiple instruments misses information from sources other than incoming order flows, and overemphasizes price shading in managing inventories. [JEL C52, G15, F31]
This paper presents and tests a model of dealer inventory management in a market with active interbank trading. It is widely understood that such “two-tier” markets, which include the foreign exchange market, the U.S. Treasury market, and the London Stock Exchange, operate differently from markets without interdealer trading like the New York Stock Exchange (NYSE).1Hansch and Neuberger (1996), for example, show that dealers will not protect themselves from informed customers with wide spreads, but will instead seek to attract them with narrow spreads. Similarly, Osler, Menkhoff, and Schmeling (2008) show differences arising in price discovery between the two types of markets. The paper attempts to extend existing models of market maker price setting to capture the essential features of markets with interdealer trading in an empirically tractable way.
The model presented focuses on dealer pricing and inventory management practices in the two-tier foreign exchange market. Models of market making, largely based on Madhavan and Smidt (1991); and Madhavan and Smidt (1993), assume that the market has only one tier: dealers only trade with customers. This paper extends such models to include a second tier, specifically an active interdealer market. Market maker price setting is grounded in the two microstructure-pricing effects. The first is the inventory effect, in which the dealer must manage a finite stock of the asset against a demand that responds to a random-walk fundamental value.2 In this situation, if the dealer passively fills orders, the probability of a stock-out is unity. Hence, inventory models argue that dealers shade prices away from the expected asset value to induce trades that unwind undesired positions. The second effect is the asymmetric information effect, in which, for example, the dealer faces a market where some insiders have information about the asset’s liquidation value.3 Recognizing that incoming order flow partially reflects this information, the dealer changes her price accordingly. The model presented attempts to extend these two general effects in an empirically tractable way to markets where dealers initiate trades as well as set prices for incoming order.
At the general-equilibrium level, the “hot potato” model of Lyons (1997) favors dealer pricing with multiple instruments, as high trading volume in the foreign exchange market results from dealers passing on inventory imbalances. At the dealer level, the Ho and Stoll (1983) framework permits interdealer trading (although it does not arise in the model solution), which is the basis of the approach presented here, and recent works by Osler, Menkhoff, and Schmeling (2008); Ramadorai (2008); and Taylor and Reitz (2008) have also focused on two-tier markets. Other features of the model presented are found in Lyons (1995); Mello (1996); and Romeu (2005), which speculate that nonlinearities in dealer pricing models related to inter-transaction time or multiple inventory control instruments may be present in estimations of foreign exchange dealer behavior.
The model presented nests existing market maker pricing models and could contribute to explaining empirical difficulties in previous studies. While there is ample evidence supporting asymmetric information,4 finding evidence supporting predicted inventory effects has proved more challenging (in both one- and two-tier markets). For example, Madhavan and Smidt (1991); and Hasbrouck and Sofianos (1993) reject expected inventory effects in equity and futures markets, respectively. Madhavan and Smidt (1993) only find evidence of unexpectedly long-lived effects after modeling inventory mean reversion and shifts in the desired inventory level. Manaster and Mann (1996) find robust effects opposing theoretical predictions. Romeu (2005) shows that the inventory and information effects found in Lyons (1995) are not simultaneously present in subsamples, as the model would suggest. In foreign exchange markets, Yao (1998) and Bjonnes and Rime (2000) also find little evidence of inventory effects.5 Two-tier markets, however, underscore the impact of dealers employing every alternative when rebalancing portfolios, rather than relying solely on price-induced order flow. Hence, as dealers face increasing marginal losses for inducing flows through price shading, they turn to other methods of unloading unwanted positions. Furthermore, communication with others while making outgoing trades is as informative as communication through incoming order flow. A dealer may use this information to update prior beliefs about asset values and adjust inventory levels. The model presented empirically identifies these parts of observed inventory and price changes correlated with innovations in information, but unrelated to either inventory carrying costs or informative incoming order flow. Hence, the results suggest that ability to make outgoing trades lowers inventory-driven price changes, increases learning about asset values, and may be one reason why prior estimations have had difficulties identifying inventory effects.
The empirical results presented support the model and offer direct estimates of the model primitives of liquidity costs, asymmetric information, and inventory effects. The model offers novel results, for example asymmetric information effects driving price changes are likely twice as large as estimated in other studies (using the same data)—not only is the price response to order flow effect larger, but there are more instruments. One can graphically compare prices with the new information signals that the dealer sees.
Inventory pressure on prices is found to be one-fourth previous estimates, which is reasonable if multiple instruments keep inventory management costs at the lower end of an increasing marginal cost curve. After controlling for inventory and information effects, the base bid-ask spread is wider than previously estimated, and statistically indistinguishable from the market spread convention (3 pips).6 When setting prices, the dealer plans to trade out about one-third of the difference between her current and the optimal inventory positions. A standard ($10 million) incoming trade moves the dealer’s price less than 2 pips or $1,000, and the expected cost of executing an outgoing trade is about double that amount.
A Federal Reserve intervention of $300 million recorded in the data temporarily moves prices about 6.7 pips per $100 million.7 This increases the asymmetric information impact of trades on price changes by 15 percent, which suggests that order flow becomes more informative as the market learns of the intervention. Moreover, the estimate of how much our dealer shades her price in response to inventory imbalances is fairly robust to intervention. This, taken with the result on asymmetric information, suggests that the central bank intervention was transmitting information rather than inducing portfolio balance effects. Finally, the base spread tightens by 5 percent when the intervention is included in the estimation.
The data employed—one week of trading by an active foreign exchange dealer—suggest making limited generalizations without other wider samples. Nevertheless, estimates of asymmetric information effects and the impact of Central bank intervention are in line with other studies.8 Price setting in all types of markets provides an incentive to minimize guaranteed losses from inducing trades via price changes, not just in two-tier markets. While laying off inventory on other dealers is not an alternative outside of two-tier markets, there is evidence that similar phenomenon exist in centralized markets, such as the NYSE.9 The model presented here suggests that market participants share intraday inventory efficiently and exhaust the gains from sharing a large inventory position quickly and with low price impact. As a result, the transitory effects of inventory imbalances, while present, are less important in determining intraday price changes. Hence, a more efficient aggregation of the dispersed information embedded in order flow suggests microstructure models are an important component to understanding permanent price movements.
The model begins with features familiar from Madhavan and Smidt (1991); and Madhavan and Smidt (1993) and other models. Consider a foreign exchange dealer in the context of trade time (each period t represents a new incoming trade). She enters every period t with inventory It of currency I (for example, euro) whose value is measured in terms of currency K (for example, dollar), the numeraire. At the beginning of period t, the dealer receives incoming order flow from customers’ denoted qjt. Incoming order flow is measured from the perspective of the customer: positive if the customer buys from the dealer (and the dealer sells to the customer), negative otherwise.
Although the dealer sees only the total of this incoming order flow, it comprises two separate components: qjt = Xt + Qt. The first component, Xt, represents the net demand of uninformed traders. This group includes nonfinancial firms that import and export, as part of their normal commercial business, index funds that purchase and sell assets solely in response to their own inflows of funds. We assume .
The rest of incoming order flow, Qt, is informed. These counterparties most likely represent hedge funds and other members of the active trading community, according to dealers as well as current research (Osler, Menkhoff, and Schmeling, 2008). They are assumed to receive a noise-free signal of the currency’s true value, vt. Under the assumption of constant relative risk aversion, which we leave implicit, these traders’ demand is proportional to the gap between the dealer’s quoted price, pt, and the asset’s true value.
Figure 1 depicts the timing of the model, which shows incoming order flow,
Figure 1. The Timing of the Model
Note: The figure describes the timing of the model. At every event:
1. if t ≠ T, the dealer knows her current inventory (denoted It), and a new incoming trade (one source of information for updating priors) occurs. The incoming quantity is qjt.
2. The dealer decides her price (denoted by Pt) and plans her outgoing trade (denoted by). These are the alternate methods available for offsetting inventory disturbances caused by the incoming trade.
3. Between events, the dealer executes the planned outgoing tradeand faces a quantity shock, (denoted by γt). This is another source of information for updating priors.
4. In addition, the dealer observes time elapsed between trades (denoted by Δτ).
5. At the next event (t + 1), the dealer uses the new incoming trade qji + 1 as well as the quantity shock between trades and the time elapsed between trades to update priors on the evolution of the asset value, and set prices.
Standard models assume that to eliminate inventory associated with qjt, the dealer will have to wait until she has an opportunity to provide quotes to other incoming callers. In the foreign exchange market, however, dealers can trade in the interdealer market, an alternative that can influence the choice of pt. We assume that dealers with suboptimal inventory levels always trade aggressively, meaning they call another dealer directly or they place a market order on an electronic interdealer exchange (these now dominate interdealer trading in the major markets).10 In reality, dealers can supply liquidity in the interdealer market as well as demand it, a complication it would be appropriate to address in future research.
At the time she quotes price pt to the customers behind incoming order flow qjt, the dealer anticipates liquidating the amount qout of the associated inventory in the interbank market. Unlike qjt, the dealer’s chosen trades are measured from her own perspective: positive if the dealer buys currency I, negative otherwise. In choosing qout the dealer anticipates that when the next incoming trade arrives, which we define as period t + 1, her inventory will be:
The dealer assumes that the amount paid or received from qout will be (μt + αqout)qout. Here μt represents the dealer’s expectation of the traded asset’s true value, , and α represents “slippage,” meaning the expected adverse price movement associated with trading the amount qout.
Between one incoming customer trade and the next, the dealer could trade more in the interbank market than just qout. Market-relevant information—which of course arrives continuously over real—time news services and from associates in the market—could change the dealer’s incentives and trigger further interbank trading. We denote by Zt the total amount of interbank trading between incoming trades, and γt the component of that interbank trading that was not planned when the dealer quoted price pt: Zt = qout + γt. The dealer’s realized inventory when the next incoming trade arrives is thus:
An example using actual dealer transactions helps motivate the key assumptions regarding and γt. Table 1 shows the first five incoming trades received by the New York-based foreign exchange dealer used in this study (these data are discussed in detail below). The first column indexes the trades according to their order of arrival; the second column shows the price set by the dealer at each incoming trades. The next columns show incoming order flow, followed by the inventory at the beginning of the trade. The last column shows
, which are observed jointly. Consider, for example, the third incoming trade, which was a sale to the dealer of $28.5 million. At the time of the trade, the dealer was long $1 million, as reflected in her inventory. Canonical models of price formation assume that incoming orders are the only instrument by which a dealer can adjust inventory levels and update prior information. If one assumes that this were the case, and as the dealer buys $28.5 million, her inventory at entry four should be $29.5 million long (the next incoming trade). Instead, the dealer is short $1.5 million at entry four, which implies that her inventory declined by $30.5 million between the third and the fourth trade. This decline is reflected in the last column,
. It captures the inventory evolution that incoming order flow did not generate. This column is expressed as the sum of two components because
reflects the optimal amount that the dealer should trade given the information available at the time of the incoming trade. It is a first order condition. Any deviation from
must be a result of new information, and is reflected in γt. Therefore, the part of inventory changes not generated by incoming trades is the sum of planned and unplanned outgoing trades,
.
Table 1. Inventory Control: First Five Entries of Lyons’ (1995) Data set
Note: This table shows the first five entries of the price (second column), incoming order flow (third column), and inventory (fourth column) variables from the data set. The last column captures the part of inventory evolution that is not due to incoming order flow, which reflects the optimal outgoing trade (qout), and deviations driven by new information (γ). Lyons’ (1995) data: New York-based dollar/deutsche mark dealer, August 3–7, 1992.
The dealer’s choice variables, pt and qout, are determined to solve the following familiar dynamic optimization problem:
subject to the following evolution constraints:
This structure includes four variables that have yet to be fully defined:
(i) ρ, (ii) μt, (iii) Kt, and (iv) c(It).
(i) The term ρ>0 represents the probability that the market disappears forever without any active trading during period t, an assumption in which the model follows Foucault (1999); and Madhavan and Smidt (1993).
(ii) In forming her expectation of the asset’s true value, μt, the dealer uses her knowledge of the asset’s distribution plus two information signals. The true value of the traded asset is assumed to follow a random walk: vt = vt-1 + θt where . Each period the dealer updates her previous forecast of vt, μt–1, using two new information signals. The first signal, st, is extracted optimally from the amount of incoming order flow. The second signal, k(γt–1), is the information that triggered the additional interdealer trades in the previous period. The weight on these signals depends on the time between incoming trades. If the time is very long, then the information associated with previous interdealer trading is relatively stale and that information gets a lower weight. This structure can be represented by assuming that
and
, with Δτ being the clock time elapsed between events t–1 and t. As the appendix shows, this gives an updating as a function of:
In equation (10), at the moment the dealer is setting pt, st has just arrived because it is based on the incoming order itself (qjt). The quantity shock signal k(γt–1) also signals the value of vt, but it arrives between t–1 and t, and hence it is assumed to have precision that decreases (that is, variance increases) as the clock-time elapsed from event t–1 to t increases.11
The appendix also shows that the estimate of the full-information asset value, μt, generates an unbiased estimate of the liquidity trade, Xt. We denote this statistic as E[Xt|Ωt] = xt.
The term Kt represents the dealer’s accumulated trading profits. In the equation, α captures the price impact of a marginal increase in the dealer’s outgoing quantity, which is assumed as modeling outside prices explicitly requires a general equilibrium framework that normally mutes dealer-level pricing effects.12
The term ct(It) represents the cost of holding inventory. This cost is assumed proportional to the variance of the dealer’s overall asset position, . This can be motivated by risk aversion or by the risk associated with breaching the position limits to which all dealers are subject. The appendix follows Madhavan and Smidt (1993) directly in developing the variance of wealth as a function of deviations from an optimal inventory level:
where Id is the optimal hedge ratio of the risky assets held by the dealer. This allows quadratic inventory carrying cost as a function of inventory itself:
Equations (5)–(9), and (11) comprise the optimization problem. The appendix shows the model solution to be:
Equation (12) shows the price of the dealer as a function of the estimated asset value, (μt), the deviation from optimal inventory, (It–Id), and the liquidity shocks (xt). In equation (13) the outgoing quantity shows that as the price impact of outgoing trades goes to zero, that is, α→0, outgoing trades fully adjusts inventories to the optimal level (in the appendix, A1<0 is shown). In this case, the price will depend only on the estimate of v and the liquidity demand. In equation (15), st is the information from incoming order flow (qjt) and the elapsed time is measured by η = Δτ/1 + Δτ. This equation shows that the increment in dealer price contains information-driven components from both the current incoming order (ηst), and the previous inventory shock ((1–ηt)γt–1), both weighted by the Bayesian updating term, ψ. The term captures component of the price change attributable to inventory pressure—it is the change in the inventory. Finally, the dealer changes her price due to the noise-trading component (Δxt).
Intuitively, the dealer would like to maintain inventory at the optimal level, but as a market maker she must accept incoming orders that constantly disturb her inventory position. As incoming orders arrive, she tries to restore balance to her inventory with and price changes. Adjusting back to the optimal level Id via
implies absorbing the costs from the outgoing order’s price impact (a). Adjusting inventories via price-induced orders implies absorbing the certain loss to the informed dealers, via δ(μt–pt). The coefficients in equation (15) reflect the balance between these competing losses. Furthermore, the price is centered on the best guess of vt, which is derived from two information sources, st and k(γt–1). The respective coefficients reflect the information extraction, which involves weighing these signals by the time elapsed between events.
This section shows how the model presented nests the previous dealer-level frameworks. Restricting the model to no outgoing trades, and consequently no inventory shocks, the solution would be equation (16). This is the Madhavan and Smidt (1993) pricing behavior for an equity market specialist;
This model suggests, however, that these restrictions could shut down other avenues of inventory management that may be available to specialists, as suggested by Madhavan and Sofianos (1998). Romeu (2005); Bjonnes and Rime (2000); Yao (1998); Lyons (1995); and Madhavan and Smidt (1991); postulate that prices are set according to:
Equation (17) yields the price change as:
With the data used here, Romeu (2005) shows that structural breaks present in equation (18) coincide with systematic differences in the length of inter-transaction time (Δτ). Previous studies using canonical dealer pricing models have indeed noted that inter-transaction times imply changes in the precision of incoming order flow, however, there are, in fact, changes in both informative variables (qjt, γt). The model presented here shows why inter-transaction times could cause breaks. Rewriting equation (18) consistent with this paper’s data generation process, note the omitted term in brackets weighed by (1-ηt) below:
The data generating process under the hypothesis of multiple instruments places zero weight on lagged inventory (the extraneous term), which would tend to bias (φ3–φ2) toward zero. However, the estimated coefficient φ2 captures not only the inventory effect, but it partially reflects information from γt–1, which is contained in the inventory term. Thus, the omitted term would normally transmit information from γt–1 to prices, but its absence drives the inventory term to partially reflect this information. Hence, the variation in the informativeness of γt–1 will affect the inventory term. When inter-transaction times are long (Δτ→∞ and (Δτ/1 + Δτ) ≡ η→1), the omitted term should be irrelevant. At such times, one should expect the incoming order flow coefficient (φ1) to be significant, and var(k(γt–1))®¥, hence γt–1 will be mostly noise, and uncorrelated to price changes. This would in turn make φ2 less correlated with the information effect in Δp, as the inventory term picks up the information in γt-1 in lieu of the omitted term. Hence, one would expect to see the inventory effect dampened at these times. When inter-transaction times are short (Δτ→0 and η→0), one would see the order flow coefficient (φ1) become less significant, whereas the coefficients on the inventory terms would be more significant, and pick up the inventory effect more clearly.
This section discusses the data sources employed in testing the model, and then presents the data graphically to motivate both the new inventory and the asymmetric information effects predicted here, as well as those predicted by canonical models.
The data set consists of one week of a New York-based foreign exchange dealer’s prices, incoming order flow, inventory levels, and transaction clock times for one week of trading in 1992. Hence, pt, qjt, It, and Δτ(and η) come directly from the recordings of a Reuters Dealing trading system. Out of the 843 transactions, four overnight price changes are discarded as the model at hand deals exclusively with intraday pricing. A few measurement errors are present in transaction clock times, and these are treated with a dummy variable in the estimation.13Table 2 presents descriptive statistics. One observes that the dealer keeps the average inventory at $2.1 million, however, it deviates as much as ±$50 million. Given a median incoming order of roughly $3 million, reversing a one standard deviation swing in inventory necessitates about five sequential incoming trades, which suggests very active inventory management.14
Table 2. Descriptive Statistics
Note: This table shows descriptive statistics for the dealer’s inventory and incoming order flow.
Table 3 shows the observed incoming trades received by the dealer, as well as bilateral trades that our dealer initiates with other dealers in the foreign exchange market. The table shows on average 20 outgoing trades per day initiated by our dealer. These, however, are conceptually different from qout, which represents an outgoing quantity planned at the time of price setting that captures alternatives to shading the incoming transaction price for inventory control. Thus is unobservable in that it represents the dealer’s commitment to an outgoing trade at the moment of price setting only. At this moment, she commits irreversibly to trading at a price whose optimality depends on being able to trade
; this model suggests that the price set by the dealer would be different if
were not available for inventory control. Observed outgoing quantities differ from the planned
because the dealer reoptimizes in response to unanticipated information, frictions, or differences in the trading venues utilized to execute the outgoing trade. Although they are unobservable, the model solution provides equations that allow estimation of
and γt. Table 3 shows that the spread on both incoming and outgoing trades is tightly maintained at the market’s convention of 3 pips. Diverging from this spread is frowned upon by others in the market, as it is interpreted as failing to provide predictable over the counter liquidity. Hence, point estimates of the model that imply widening or narrowing the spread should be interpreted as theoretical constructs that in practice manifest themselves in other ways, for example, as shifts in the midpoint of the spread.
Table 3. Observed Incoming Order Flow and Outgoing Trades
Note: This table shows observed trades made by the dealer (not including a small amount of brokered trades). Note that outgoing refers to trades that the dealer is observed initiating. This is conceptually different from qout, which represents an outgoing quantity planned at the time of price setting that captures alternatives to shading the incoming transaction price for inventory control. Lyons’ (1995) data: New York-based dollar/deutsche mark dealer, August 3–7, 1992.
The fundamental question of interest is how dealers set prices, that is, equation (15). Its estimation requires decomposing the inventory change so as to get at the outgoing orders, and inventory shocks. Because γt is driven by new information, the model solution reflects this information in our dealer’s estimate of the liquidation value of the asset. That is, price changes depend on updating priors using two sources of information: the incoming order flow, and the unexpected outgoing order flow (γt-1). Canonical models typically employ incoming order flow as a source of information; however, the use of γt-1 as a source of information is new. To get a feel for this variable, Figure 2 superimposes cumulative daily unexpected order flow on the price, and Figure 3 does the same for cumulative daily inventory shocks (that is, cumulative daily γt-1).
Figure 2. Canonical Models’ Information Effect: Incoming Order Flow and Price
Note: This figure superimposes price on cumulative incoming order flow, August 3–7, 1992.
Figure 3. New Information Effect: Cumulative Inventory Shocks and Price
Note: This figure superimposes price on cumulative unexpected inventory shocks, August 3–7, 1992.
The vertical lines represent the end of each day of the five-day sample (Monday through Friday). The correlation of two signals with price seems to vary. For example, on Monday and Wednesday, incoming order flow appears to be a more precise signal of price than inventory shocks, whereas on Friday the opposite seems to be true. In the model, elapsed clock-time affects the relative precision between these signals. Table 4 reports the daily correlations and average inter-transaction clock-time. Although these are cumulative signals, Friday gives an example of short inter-transaction clock-time, and higher correlation in the (cumulative) inventory shocks than (cumulative) order flow shocks. Hence, these signals seem to compliment each other and are weighted by inter-transaction time in the model.
Table 4. Information Effect: Daily Correlation of Order Flow Variables with Price
Note: This table shows the daily correlation between price and the order flow variable used to update priors. The first column shows incoming unexpected order flow and the second inventory shocks correlations for each day, August 3–7, 1992. The last column shows daily mean elapsed inter-transaction time.
a Reporting errors imply mean absolute value transaction time.
The framework presented provides sufficient identifying relationships so as to permit an almost direct system estimation of the model solution. Hence, only leveling constants, an autoregressive error on the inventory equation, and bid-ask bounce dummies on the pricing equation are added. Table 5 lays out the system of equations given in the model solution (the first column), with the empirical implementation of the solution (the second column), and the parameters recovered from each equation (third column). The first equation in the system, the inventory evolution, yields the optimal inventory level. The second equation identifies the optimal outgoing order and γt. This is simplified as:
Table 5. System of Estimable Equations
Note: This table compares the algebraic solution to the model (in the first column) with the estimable equations these imply (in the second column). The final column shows testable restrictions on the model parameters. Row (1) shows inventory evolution, row (2) shows outgoing quantity, and row (3) shows price changes. The bottom shows the structural parameter measuring the expected cost of liquidity at the time of price setting, â. The system is estimated simultaneously using seemingly unrelated nonlinear least squares.
Solving for γt-1 by adding and subtracting c3It, yields:
Hence, the transformation of equation (20) allows the estimation of the proportion of incoming trade that is expected to be traded out, c3, as a moving average of the net outgoing order flow (ΔIt + qjt–1), and the deviation from target inventory (It–Îd). Moreover, in the pricing equation (the third row of Table 5), removing expected outgoing trade, as well as the incoming trade, from the inventory change identifies the outgoing trade shock . However, as equation (20) is a function of terms such as ΔIt. that are already present in the pricing equation, it is necessary to transform it so as to eliminate multicollinearity. Thus, equation (20) is simplified for the pricing equation to:
One can express equation (21) in a more conceptual way using :
Equation (22) identifies as a weighted function of the inventory change that the dealer did not trade, less the part of the last incoming order that the dealer did not trade out. Grouping the terms on ΔIt in equation (22) with the inventory effect permits estimation of the system without multicollinearity in the pricing equation.
In estimating the incoming order flow’s information content, prior models use either order flow or its unexpected component. This study uses order flow directly in the price equation, so as to maintain comparability to foreign exchange market studies, such as Lyons (1995); however, estimation is robust to either measure.15 In addition, the model predicts that the only difference in the informativeness of incoming and outgoing order flow is due to the clock time between trades, η. Thus, the solution allows the identification of the information effect from the different components of equation (22) as the inter-transaction times are observed. Hence, as the model solution predicts identical coefficients on these terms, the components of γt–1 outlined above are accordingly constrained to have the same coefficient as incoming order flow after accounting for η.16 Two direction-of-trade dummy variables are included to capture the fixed costs such as order processing costs, and pick up the base spread for quantities close to zero. These variables equal unity if the incoming order is a purchase (that is, the caller buys), and negative one if the incoming order is a sale (that is, the caller sells). The elapsed time in between transactions is measured to the minute, and estimates are robust to monotonic transformations of η.17 Finally, scaling constants are included in all three equations, and the first equation is estimated with an AR(1) error to control for autocorrelation. The system is estimated simultaneously using Seemingly Unrelated nonlinear least squares. Table 6 shows the estimations of the model. Table 7 presents canonical model estimates of the same data as a basis for comparison.
Table 6. Price Formation with Multiple Instruments
Note: This table estimates the system of equations imposing all identifying restrictions. Estimation is robust over subsamples of this data set, including around the approximate break points found in previous canonical model estimations, α measures the expected price impact of augmenting the planned outgoing trade by $1 million in pips, and Id measures the implicit optimal inventory level used by the dealer. All estimates multiplied by 105, p-values in italics, Lyons’ (1995) data set.
Table 7. Canonical Model Estimates
Note: This table reproduces canonical microstructure estimates using the Lyons’ (1995) data set. All estimates multiplied by 105. Estimating over the two halves of the sample reveals that the simultaneous presence of inventory and information effects predicted by canonical models are significantly not different from zero (See Romeu, 2005). Hence, while inventory and information appear to be present in the data, canonical model predictions are overturned as predicted in the text.
The estimations in Table 6 indicate that the model fits the data fairly well. The main results are the significant and properly signed coefficients on the information and inventory effects, c11 and c12, as well as the predicted inventory evolution and outgoing trade estimates, c1, c2, and c3. Single-market maker model estimates are presented in Table 7 as a basis for comparison. Note that these estimates are not robust to subsample estimation. Specifically, model predictions of inventory effects are rejected in the first half of the sample, and similarly, predicted information effects are rejected in the second half of the sample.18 The model presented here is robust to subsample estimation, notwithstanding the lower p-values of estimated coefficients in the first subsample. Moreover, all three equations in the system are jointly significant as predicted, and the estimates fail to reject the testable restrictions. The model predicts that the dealer plans to trade out roughly one-third of each incoming trade (ĉ3 = 0.34) each time she quotes a price. Additionally, the model estimates the dealer’s target inventory at about 2 million (Îd = 2.09). From Table 2 the average inventory is 2.16, which is statistically indistinguishable from our dealer’s observed average.19
The asymmetric information component (c11) is significant and larger than single-market maker model estimates given by β1 in Table 7 (105 multiply the pricing equation coefficients). One way to interpret the estimates is that the dealer widens her spread by 3.5 pips per $10 million of incoming order flow or inventory shocks (twice c11, as orders are quoted based on absolute size). These estimates indicate a more intense asymmetric information effect than previously estimated; not just because of the higher estimated effects, but because there are two sources of private information—both incoming and outgoing order flow—both pushing price changes. In terms of economic significance, the estimates suggest that the marginal $1 million order pushes the dealer’s price by about 2 basis points, given the average exchange rate in the sample of roughly 1.5 deutsche marks per U.S. dollar, or 2 percentage points per excess $1 billion traded. This is higher than market-wide estimates of the price impact of $1 billion of excess order flow, which fluctuate around half a percent (see Evans and Lyons, 2002). However, these latter estimates are not comparable because of the inherent difficulties of linearly interpolating one dealer’s behavior to the market-wide equilibrium. These difficulties are particularly acute as the dealer generating these data predominantly provides interdealer liquidity, not end-user liquidity. The hot potato hypothesis of Lyons (1997) would suggest that this dealer pushes prices in response to excess order flow more than others, who have access to end-users that absorb order imbalances.20 Put crudely, a foreign exchange position is like a hot potato. Liquidity providers such as our dealer pass it around, pushing prices until an end user is found who is willing to hold the offsetting position. In single dealer market maker models, even if pure inventory pressures were perfectly explained, there is a component of inventory change driven by new information. Inventory theory cannot explain this information-driven inventory component. This component is one of multiple signals that, according to the model, vary in precision depending on elapsed clock-time. This suggests that incoming order flow can be relatively less informative at different times, and should be weighed accordingly. Hence, estimations that assign all information-driven price changes to the (at times, noisy) incoming order flow may mute its true informative impact.
Turning to inventory effects, comparing coefficient estimates of the canonical single-market maker model and the model shown here presents difficulties because the dealer’s pricing decision is affected differently by inventory. Instead, it is useful to compare structural parameter estimates reflecting the dealer’s bid-shading in response to inventory pressure. Canonical models’ inventory specification depend crucially on the linear price relationship pt = μt − α(It–Id) + γDt, as shown in equation (17).21 That pricing assumption yields two inventory terms:
The estimate in Table 7 of = 0.72 from equation (23) is the canonical model’s (absolute) structural price adjustment per 1-million dollar deviation from the desired inventory level (that is,
is the empirical estimate of the canonical model parameter α in equation (17)). In the model presented here, the analogous relationship is given in the first-order conditions specified by equation (12), where β(α/(1 + δα)) is our structural inventory effect on prices. A direct estimate of our model’s parameter α (the inventory evolution parameter in equation (14)) is
, as shown in Table 5. This yields
. Moreover, (α/(1 + δα)<1 for the range of α>0 and δ>0 consistent with our model. Hence, the total inventory effect in our model is β multiplied by a factor that approaches unity from below. That is, to arrive at the equivalent measure of the canonical inventory effect in equation (12) one must multiply
by a factor of at most, one. Hence, in comparing the price impact per million dollar deviation from the desired inventory level in equation (17) against equation (12), prior model estimates of inventory costs are at least two to three times larger than the estimates presented here. Hence, as changing price is but one of multiple instruments used to control inventory costs, inventory accumulation is not as important in explaining price changes.
The use of multiple increasing-marginal-cost instruments to manage inventory requires having an expected cost of the outgoing trade at the time of price setting. This expected cost is estimated at pips. This measure reflects the dealer’s expected marginal cost of trading out an extra million dollars, that is the dealer’s opportunity cost of changing the spread in response to a $1 million incoming trade. In principle, the dealer’s alternative is to change the price to offset the inventory carrying cost, estimated to be at most 0.34 pips per million, as discussed above. Hence, the estimates suggest that trading out excess inventory has a higher marginal cost for the dealer than accepting incoming trades, and the estimated proportion of excess inventory that is traded out, C3, is 0.33, meaning that for each incoming dollar, the dealer expects to trade out one-third. Finally, C4 measures the effective spread for qjt close to zero. It suggests that after having controlled for information and inventory effects, the baseline spread is roughly 2.5–2.8 pips (twice c4 times 10–5). Note that these estimates are approximately equal to the median interdealer spread observed in the foreign exchange market of 3 pips.
The last 5 percent of recorded trades occurred while the Fed intervened to support the dollar. In Figure 2, the sharp appreciation on the last day reflects the market reaction to the intervention involving dollar purchases totaling $300 million after the close of European markets. The Fed does not reveal the exact start time and there are too few observations to meaningfully estimate the intervention in isolation.22 Wald tests fail to reject equality between estimates of the model with and without the intervention period (that is, 95 percent of the sample, vs. 100 percent).
Table 8 shows the impact of the intervention on the estimated parameters. The intervention increases the asymmetric information effect of incoming order flow (c11) by over 8 percent, while the change in the estimated inventory effect (c12), as well as in other model parameters, is negligible. The dealer price appreciation recorded during the Fed intervention period, which presumably would be induced by Fed purchases of dollars, serves as a rough check on market wide studies of market liquidity. While the exact start time is not revealed, the $300 million intervention moved the market price between 20 and 32 pips before falling back. At the lower end of the range, this concords with estimates of between 5 and 8 pips per 100 million from Evans and Lyons (2002) (5 pips per $100 million), and Dominguez and Frankel (1993b) (8 pips per $100 million). At the higher end, 12 pips per $100 million implies a market-wide elasticity closer to the estimates of dealer costs in this study.
Table 8. The Impact of a Federal Reserve Intervention
Note: This table shows cost comparisons for the $300 million Fed intervention on August 7, 1992. The exact start time and sequence of the intervention is unknown. According to the Wall Street Journal, August 10, 1992: “The Federal Reserve Bank of New York moved to support the U.S. currency … as the dollar traded at 1.4720.” This is the most precise documentation available of the intervention start, and that price corresponds to 12:32 pm. Other times selected because of reports of a mid-day start, and because between 12:26 and 12:32 pm, the price jumped 36 pips, suggesting a possible intervention start there.
This study attempts to empirically model market making when multiple instruments for inventory control and asymmetric information gathering are available, in an empirically tractable way. The model presented shows the ability to call others in the market and unload her unwanted inventory on them impacts information gathering and inventory costs. In the model, outgoing orders are not a panacea for inventory control—these are modeled with price impact (that is, increasing marginal costs). Hence, the market maker will equate the marginal loss of trading unwanted inventory to incoming calls with the marginal price impact (that is, the loss of trading unwanted inventory in outgoing calls) and with the marginal loss of the inventory imbalance (that is, the marginal inventory carrying cost). In addition, these outgoing calls do not occur in a vacuum. As long as events transpire during the outgoing call period, the dealer will learn through trading at those times and update her beliefs. These updates bring about price changes that neither inventory costs nor incoming order flow can explain. And foreign exchange dealers are just one example of two-tier market makers that smooth costs over multiple instruments. This paper argues that one should consider where dealers or specialists might be substituting away from conventional inventory costs when modeling price setting. Moreover, price-induced order flow is one of a multiplicity of informative instruments available to market makers.
The estimations support the proposed model and provide several novel empirical results. Generally, these indicate that previous studies overemphasize the role of price changes in inventory management, as no other instruments are considered. This omission biases, downward the role of information in price changes, can make inventory effects appear insignificant, and tightens the bid-ask spread. The data generating process modeled here suggests that information effects are also biased downward in canonical estimations, as the dealer infers asset values from multiple signals that vary in their precision. Canonical estimates fail to correct for the varying precision of the informative flows in two-tier markets, and hence, the information effect is biased downward as it overweighs the signals at uninformative times. The estimates also suggest that at the time of price setting, planned outgoing trades are one-third of the difference between dealer’s current and optimal inventory positions, and a Fed intervention increases the informativeness of order flow, and lowers the cost of liquidity for the dealer. It also lowers inventory costs and tightens the spread.
Finally, the model suggests a comment on the broader relation between portfolio flows and asset prices. The presence of inventory effects suggests that part of observed price changes is transitory. However, with multiple instruments, dealers exhaust the gains from sharing a large inventory position with less price impact. As a result, the transitory component of price changes is less important than the information components from the multiple instruments. Hence, while both transitory and permanent effects are present in the data, the model favors a permanent impact of portfolio flows on prices.
Following Madhavan and Smidt (1993), the dealer holds a portfolio of three assets. She only makes markets in the first, a risky asset with a full information value denoted by vt, which evolves as a random walk. Write this value as:
The second is an exogenously endowed risky asset that is correlated with the first, and generates income yt. The third is capital, the risk-free zero-return numeraire, denoted by Kt. The distribution of the two risky assets is:23
The dealer’s total wealth is:
with It being the dealer’s inventory or risky asset position. Our dealer manages inventory because she pays a cost every period that is proportional to the variance of her portfolio wealth, which includes the cash value of the inventory. One can motivate this cost, for example, by risk aversion or marginally increasing borrowing costs. Assume that the dealer incurs a capital charge due to the γ shocks. That is, any gains (losses) entering into the dealer’s wealth due to γ are subtracted (added) from (to) the dealer’s capital, Kt at a cost vt.24 Incorporating this charge, at trade t the dealer’s wealth position is given by:
This assumption implies that the dealer only pays the inventory carrying cost on the expected wealth, and the inventory carrying cost due to quantity shocks is canceled by the capital charge. The appendix shows that the inventory cost is a function of the deviations from the optimal hedge ratio of the risky assets, given by Id. This hedge ratio optimally smoothes the dealer’s wealth, and enters the inventory cost as:
From equations (25) and (26) the variance of the dealer’s portfolio is
Add and subtract into equation (29) to get:
which is the right-hand-side of equation (28) with coefficients:
This assumption implies that the dealer only pays the inventory carrying cost on the expected wealth, and the inventory carrying cost due to quantity shocks is canceled by the capital charge.
Given market demand qjt, the dealer creates a statistic based on the intercept of the demand curve, which is independent of her price. Denote this statistic as Dt.
From the signal of market demand Dt the dealer forms two statistics. The first is an innovation in the full information value of the risky asset, which shall be denoted as st. The second is a signal of the liquidity demand, which is denoted as (lower case) xt, and will depend on the estimate of full information value, μt.
Consistent with rational expectations, assume that the dealer’s previous estimate, μt–1 is the steady state distribution over the true asset value vt, and that the variance of μt is proportional to the variance of wt. Hence, one can write . Given the variance of wt, form a signal to noise ratio given by:
The dealer uses the recursive updating of a Kalman filter to form the expectations over vt. This implies that she updates the prior belief μt–1 using the current order flow wt. The resulting posterior, μt, converges to a steady-state distribution whose time varying mean is an unbiased estimate of the true value of vt. The recursive equations to generate this estimate are given by:
Hence, if the dealer had only information based on the incoming order, she would use the following estimate, which is denoted as , as the estimate of vt:
Note, however, that the dealer also receives information for updating μt–1 through a linear function of the inventory shock that is denoted by k(γ–1). Given k(γ–1), an unbiased estimate of vt is given by:
where the same Kalman filter algorithm as defined above is used. Hence there are two signals of vt at the time of setting the price. Given the assumption, the variance of is a linear function of the variance of
. That is,
where Δτ is the elapsed clock time between incoming order (t–1) and t. The optimal signal for the dealer is then:
with η = (Δτ/1 + Δτ). Now grouping and rearranging:
Since ,
Add and subtract δμ to get:
Solving for (μ1–μt–1) yields,
which gives the final relationship for the updating:
where st = qjt–δ(μt–pt) is the unexpected order flow, and
Hence, ξ1 and ξ2 are inversely related with respect to η, and as inter-transaction time is longer, more weight is placed on the unexpected incoming order flow signal st. Here, κ(γt–1) is assumed to be some simple linear function: κ(γt–1) ω0 + ω1γt–1, where ω0 may be assumed zero if desired.
The dealer’s problem is reproduced here:
subject to the following evolution constraints:
For expositional simplicity, in what follows the expectation operators on the evolution equations and the time subscripts are dropped, and a forward lag is denoted by a “superscript.” The first order conditions are given by:
Substituting equation (53) into equation (52), and assuming for now that E[JK(I’, x’, μ’, K’ (I confirm this later), price is:
Denote from here on the value function without its arguments for notational simplicity, maintaining the convention that J(’) is the forward lag of J(). Furthermore, in what follows a subscript denotes the derivative of the function with respect to that argument. The envelope conditions for this problem are:
Based on the envelope conditions, it is conjectured that the value function takes on the functional form:
Using the conjecture, and the evolution equations, taking the derivatives with respect to I and K updating:
Plugging equations (60) and (61) into equation (53) yields the optimal outgoing quantity:
Substituting equation (62) into equation (54) for qout yields the pricing equation:
Taking the evolution equation for inventory, equation (48), one can substitute equation (63) in for p and solve for I’ to get:
with
Given the inventory evolution of equation (64), one can solve for the optimal pricing policy function, recognizing that relationship in equation (65) simplifies the implicit function of A1 multiplied by (1 + β) to A1(1 + β) = β(α/1 + δα)), and substituting:
Taking first differences of equation (66), and substituting in:
Substituting the relationship for the updating of the μt given by equation (45) yields:
Next the conjectured functional form of equation (59) is confirmed. Begin by taking the envelope condition for x, equation (56), and solve for coefficients A2 and A3 of the conjectured functional form’s derivative, which is:
Substituting the optimal policy functions into equation (56), as well as the updated derivatives of the conjectured functional form which are given by equation (60) and (61) yields: A2 = –ρA1(1 + β), and A3 = ρ(1 + δA1(1 + β))/4δ. Continuing, the envelope condition on I in equation (59) can be solved with the conjectured functional form’s derivative, which is given in equation (60). This yields A1 = [(–ωϕ1/1–ρ(1 + β))]. An economically sensible solution requires A1<0, hence, using the definition for A1, it is required that:
This implies β∊(–1,0). As β → –1, the right-hand-side of equation (70) goes to negative one. As β→0, the right-hand-side of equation (70) is positive. Hence, as equation (70) is a continuous function, by the mean value theorem ∃β∊(–1,0). Therefore, equation (70) holds.
This section shows that the conjectured behavior of the informed trader is optimal given the dealer’s optimal solution for price setting. This proof adapts the Madhavan and Smidt (1993) proof that conditions exist such that any deviation from the conjectured result would be suboptimal. The informed maximizes her terminal wealth after observing the liquidation value of the asset, and facing the same stochastic probability of a trading event occurring as the dealer of the previous section. Hence, prior to trading at time t, the informed faces a probability (1–ρ) of no trade occurring, in which she keeps her expected wealth, vtBt + Ct, with B and C representing the endowments of risky asset and capital, respectively. In the alternative, the informed trades, and updates her stocks to Bt + Qt and Ct–ptQt, respectively. We show that for Δ different from zero, Qt = δ(vt–pt) + Δt is suboptimal. The informed observes the dealer’s price, which is a function of her order through its effect on the dealer’s inventory and information. Taking the information effect first, using wt = δ–1Dt, the dealer’s signal, with Dt = δ(vt–pt) + Xt + Dt + δpt, the introduction of a nonzero deviation yields a distorted signal, wt’ = wt’ + δ–1Δt. This, in turn, yields price as an increasing function of the deviation:
where pt would be the price prevailing if Δt = 0 held. As in the case of the dealer, denote by V(vt, pt, Bt, Ct) the maximum expected wealth given the state, represented by the price, asset liquidation value, and the capital and inventory stocks. The informed trader chooses the optimal quantity for the order, which, by construction, allows the problem to be expressed as:
With transitional equations, E[vt + 1] = vt, Bt + 1 = Bt + Qt, and Ct + 1 = Ct + PtQt, with Pt = pt + λΔt, and Qt = δ(vt–pt) + Δt. Turning to the transitional equation for the notational base price, note that the price next trade depends on the trader’s current quantity through information and inventory effects, which in turn in a function of Δt. Hence, we can restate the dealer’s solution consistent with equation (66) as:
where, E[μt + 1(Δt)] = μt(Δt) by iterated expectations, and from equation (40), μt(Δt) = μt + λΔt), which implies that the dealer’s expectations of the liquidation value are adjusted by the nonzero Δt “excess” trade if the informed deviates. From equation (66), we can rewrite the expectation of μt as μt = pt–ζ1(It–Id)–ζ2xt. Using the expression derived for μt(Δt) and equation (73), we have that price evolves by pt + 1 = pt + λΔt + ζ1(It + 1–It + ζ2(xt + 1–xt). Taking expectations, and using equation (13) for qout, we have:
Here, we can assume without loss of generality that the informed trader does not have a priori knowledge about our dealer’s inventory levels.25 However, this equation shows the full impact of a deviation affects the future price both through changes in the dealer’s expectation, and through her inventory pressure. Note that in the event that the marginal cost of trading out to other dealers is zero (that is α = 0), only the information channel is relevant, as the inventory adjustment is complete, illustrating the dichotomy between multiple instruments in this approach and canonical models. Omitting time subscripts, using superscripts to denote one-period ahead, the first-order condition for equation (72) is:
Taking the envelope conditions:
These suggest a conjectured functional form for the value function of:
with derivatives, Ṽv = B + 2A(v–p), Ṽp = –2A(v–p), ṼB = v, and ṼC = 1.
The transitional equations yield E(v’–p’) = (v–p)(1–(α/A1–α)ζ1δ)–Δ((α/A1–α)ζ1 + λ, which we can substitute into the first-order condition, and set the deviation to zero, which in turn gives a condition for A:
Taking the envelope condition for Ṽv, and substituting in the expected values with the use of the evolution equations, a second condition is imposed on A:
Note that equations (81) and (82) are analogous to the restricted case presented in Madhavan and Smidt (1993), where differences will appear in both the wedge associated with the inventory adjustment due to qout, in this case, (α/A1–α), and the scaling of the updating coefficient, Ω by the elapsed time fraction. As indicated in the Introduction section, the model presented would yield the informed trader of Madhavan and Smidt (1993) if the aforementioned effects are restricted away.
Since δλ = Ωη, we can express the conditions imposed by equations (81) and (82) as finding a δϵ(0, ∞) such that the function below satisfies:
Equation (83) represents a continuous function in δ, directly and indirectly through both Ω and β. We can express δζ1 = δA1(1 + β) = β(δα)/(1 + δα), and it is straightforward to show that as δ → 0, Ω → 0, and δζ1→0, and we can express (α/A1–α)ζ1δ = –δαβ/(1 + δα(1 + β)). Hence, as δ → 0, equation (83) is positive, and converges to ½ρ>0. Moreover, as δ → ∞, Ω→1, β → –1, and δζ1 → –1, and (α/A1–α)ζ1δ → ∞. Applying L’Hopital’s rule, it can be shown that equation (83) becomes negative, and hence, by the mean value theorem, ∃δ∊(0, ∞) equation (83) holds.
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The reversal of capital flows from the banking sector, rather than portfolio equity investment, has long been considered a main reason for the severity of the East Asian financial crisis of the late 1990s. This study analyzes the factors behind the boom and bust of bank lending, focusing on loans from private banks in seven Organization for Economic Cooperation and Development countries to nine East Asian economies during the 1990–2004 period. The findings suggest that political instability and weaknesses in legal, judicial, and bureaucratic systems help explain the continued stagnation in lending after the financial crisis. Thus, institutional reforms are critical for East Asia to successfully compete for international bank financing. [JEL C23, F11, F34, G21, O53]
For most developing economies in East Asia, foreign borrowing from the developed world has provided much-needed capital to finance rapid economic growth, especially during the 1980s and 1990s.1 Not surprisingly, the sudden reversal of capital flows from the banking sector was a main reason for the severity of the East Asian financial crisis of the late 1990s. Accompanying the collapse of economic growth in major East Asian countries was a sharp decline in loans from commercial banks based in Organization for Economic Cooperation and Development (OECD) countries, in particular, loans from Japanese institutions. The hardest hit economies, namely Indonesia, Malaysia, the Philippines, Thailand, and South Korea, which had experienced net private inflows averaging around $160 billion per annum in 1995 and 1996 (of which about half were short-term commercial bank loans), saw total foreign liabilities drop by around 45 percent in 1998, as international banks were unwilling to roll over existing loans.
Although the rates of decline stabilized in 2000 for the most severely affected economies, only in 2003 did total claims of OECD banks on East Asia start to recover, although unevenly. Loans from Japanese commercial banks at the end of 2004, for instance, were still only about one-third of the level prevailing at the end of 1997. In contrast, the claims of U.S. and U.K. banks at the end of 2004 had returned to above 90 percent of their values in 1997.
This paper attempts to examine some of the factors that contributed to the boom and bust in bank lending to East Asian countries between 1990 and 2004. Little work has been done on the determinants of international bank lending to these countries during the pre- and post-1997 financial crisis periods.2 Instead, research so far has focused on the cross-border trade in goods and services, and on equity flows. However, identifying the driving forces of international banking activities is of vital importance for understanding the reversals of capital flows during a crisis and the reasons behind their volatility.
We apply a suitably modified gravity model to a panel data set of private bank loans from seven OECD countries to nine East Asian economies during the 1990–2004 period, with the aim of addressing the following key issues:3
Did geographical locations influence the observed patterns of international bank lending to East Asia and was such lending constrained by capital adequacy requirements?
Has bilateral trade in goods led to more trade in assets between the economies involved?
Has high financial risk reduced or encouraged capital inflows?
Did the law and order situation in a country affect commercial banks’ willingness to extend loans to it?
Did the quality of the bureaucracy in the borrowing country matter?
During the 1980s, total annual loans by private sector banks from the seven OECD countries on the East Asian economies tripled. The rise in lending was especially pronounced in the late 1980s, reflecting the initiatives by many East Asian nations, especially those in Southeast Asia, to liberalize their banking sectors. Rapid economic growth during the first part of the 1990s led to further inflows from foreign banks. By the end of 1995, fresh annual bank loans to these countries totaled more than $500 billion (Tables 1 and 2 and Figure 1). Much of the rise in bank lending represented an increase in short-term liabilities, involving vigorous growth in trade financing and the creation of offshore banking centers, among other factors (Jeanneau and Micu, 2002).
Table 1. Basic Trends for Borrower Countries
Source: World Bank and Bank for International Settlements databases.
Table 2. Basic Trends of Annual New Bank Lending for Lender Countries
Source: World Bank and Bank for International Settlements databases.
Figure 1. Annual International Bank Lending to East Asia from Seven Banks from Organization for International Cooperation and Development Countries and from Japanese Banks
(In billions of U.S. dollars)
Sources: World Bank and Bank for International Settlements databases.
In terms of source countries, the rapid expansion of commercial bank lending to East Asia during the pre-1997 period largely reflected an explosion in loans from Japanese banks and, to a lesser extent, British banks (Table 2 and Figures 1 and 2). At its peak in 1994, Japanese lending amounted to more than 65 percent of the total loans from OECD banks. Ironically, loans from Japanese banks also contracted the most during the Asian financial crisis. In 2004, the new Japanese bank loans on these countries were barely 30 percent of their levels at the end of 1996, exceeding total loans from U.K. banks by less than $1 billion. Thus, despite the partial recovery in commercial lending since 2002, the exposure of OECD banks to East Asia in 2004 was only marginally higher than at the end of 1989.
Figure 2. Annual Lending of U.S. and U.K. Banks to East Asia
(In billions of U.S. dollars)
Sources: World Bank and Bank for International Settlements databases.
Two groups among the East Asian economies suffered the largest drops in loans from international banks during the post-1997 period. The first group comprised the two largest Southeast Asian economies, Indonesia and Thailand, arguably also the most severely affected by the 1997 financial crisis (Table 1 and Figure 3). Together, they had received nearly $95 billion in bank credit, representing 19 percent of the total lending of OECD banks, at the end of 1996. In 2004, however, fresh foreign loans to Thailand totaled only about $11 billion, or 20 percent of their 1996 level, but loans to Indonesia had fallen from $41 billion in 1996 to about $14 billion in 2004. The second largest relative decline in foreign lending involved the financial hubs of the region, Hong Kong SAR and Singapore (Table 1 and Figure 4). The annual flows of foreign loans to these countries fell to less than $115 billion in 2004 from about $268 billion in 1996.
Figure 3. Annual Lending to Indonesia and Thailand from Seven Banks from Organization for International Cooperation and Development Countries
(In billions of U.S. dollars)
Sources: World Bank and Bank for International Settlements databases.
Figure 4. Annual Lending to Hong Kong SAR and Singapore from Seven Banks from Organization for International Cooperation and Development Countries
(In billions of U.S. dollars)
Sources: World Bank and Bank for International Settlements databases.
Of the nine Asian economies surveyed, only two, China and Taiwan POC, have seen a rise in their annual bank loan flows from industrial countries since the 1997 crisis (Table 1 and Figure 5). By the last quarter of 2004, these two countries accounted for 16 and 10 percent, respectively, of the fresh OECD bank loans in the region. A decade earlier, they had jointly received less than 9 percent of bank financing from the same international lenders.
Figure 5. Annual Lending to China and Taiwan Province of China from Seven Banks from Organization for International Cooperation and Development Countries
(In billions of U.S. dollars)
Sources: World Bank and Bank for International Settlements databases.
Understanding the nature and determinants of cross-border asset movements has become a major subject of research in financial and international economics. Although past studies have focused more on foreign direct investment, attention has centered recently on cross-border international bank lending. As with trade in goods and services, the early literature on the “home bias puzzle” emphasized the role of geography and information asymmetries in explaining cross-country capital movements (Coval and Moskowitz, 1999, 2001; Lewis, 1999; Obstfeld and Rogoff, 2000; Grinblatt and Keloharju, 2001; Hau, 2001). These studies have shown that institutional investors are biased toward investing in countries located near their headquarters.
More recently, Martin and Rey (2004) and Portes and Rey (2005) have proposed that asymmetrical information may lead to higher transaction costs between more distant economies. In these circumstances, agents may learn about each other by trading goods and thereby exploit the accumulated information to facilitate trade in financial assets, and vice versa. Trading costs may therefore induce a bias in investors’ portfolios toward domestic securities and those of their trading partners. In this case, country asset portfolios would simply reflect changing trade patterns (Obstfeld and Rogoff, 2000; Rose and Spiegel, 2004).
Since the early 2000s, researchers have also focused increasingly on institutional quality, the legal system, and political risk as factors explaining international capital movements. Shleifer and Wolfenzon (2002) model how agency costs stemming from inefficient corporate governance and law enforcement impede external equity inflows into capital-scarce countries. Wei (2000, 2001) and Wei and Wu (2001) have shown that corruption and low-transparency exert a distortionary influence on financial flows across countries, particularly in the case of emerging markets. Papaioannou (2004) has specifically focused on the causal effect of a number of legal system indicators on the level of cross-border lending activities from banks in 19 developed economies to 51 recipient countries, both developed and developing economies, around the world.
Many ways in which the above factors can influence the direction, magnitude, and volatility of cross-border capital movements have been identified. First and foremost is their impact on the return, or expected return, of international financial activities. A weak legal system and poor institutional quality, in particular, have been found to be associated with inferior economic performance—namely, low and volatile economic growth rates—and almost always lead to protectionist measures (Acemoglu and others, 2003). Perotti and van Oijen (2001) have also reported that political instability often results in lower stock returns. A second way in which institutional and political factors can affect financial flows is by raising monitoring costs and the frequency of insider and other unfair trading practices (Bhattacharya and Daouk, 2002). Conversely, Papaioannou (2004) has pointed out that a high-quality legal system minimizes monitoring costs, but bureaucratic and judicial efficiency alleviates agency costs by settling disputes arising from contract incompleteness.
In this burgeoning institution and finance literature, many empirical researchers have looked at the impact of the institutional and business environment on the behavior of investors in general. For example, La Porta and others (1997) and Burger and Warnock (2006) demonstrated that legal guarantees, such as creditor and shareholder rights, are key prerequisites for booming capital markets. However, only the recent study by Papaioannou (2004) has empirically shown that institutional factors play an important role in explaining the boom and bust of international bank lending. Our study makes a further contribution to this area of research.
Financial risk factors, such as exposure to exchange rate risk, external debt, and net liquidity positions of borrower nations, represent yet another possible determinant of international bank lending. The staggering financial risk exposure facing corporate and financial institutions in East Asia in the wake of the 1997 crisis could have been expected to discourage lending from foreign and local banks. However, Diamond and Rajan (2000a and 2000b) have offered a more in-depth analysis of the relationship between economic or financial risk on the one hand, and banks’ willingness to lend on the other. The Diamond-Rajan model reconciles two functions that a bank typically performs—liquidity provision and credit creation. They argue that a primary cause of the illiquidity often found in real and financial markets during a financial crisis lies with the relatively narrow skills possessed by individuals and institutions, which keep them from being able to transform otherwise illiquid assets into liquid ones. By contrast, solid banking institutions have the capacity to finance extremely volatile short-term projects, improve their governance and transparency, and eventually attract investors to provide long-term financing for these liabilities. In short, the Diamond-Rajan model raises the possibility that a rise in financial risk would actually enhance profit-making opportunities, and thus lead to higher international bank lending to a local economy.
In addition to a set of pull factors associated with the recipient economies, the role of the capital adequacy ratio, as a push factor for lending countries, would also be evaluated in our study. The significance of a bank’s capital position in explaining the size of its lending has been well documented. One important channel whereby bank capital may affect lending is through financing costs. Undercapitalized banks would often find it more expensive to finance lending, and consequently, their lending activities are more sensitive to changes in monetary policy (Kishan and Opiela, 2000). A survey of the euro area banks conducted by the European Central Bank (2004) has also demonstrated that the cost associated with banks’ capital positions partly explains tighter credit standards applied to the approval of loans. Furthermore, it has been argued in connection with the implementation of the Basle Accord that regulations on capital requirements are an important factor behind cross-country credit flows (Cailloux and Griffith-Jones, 2003).
Our study adopts the gravity model for several reasons. To start with, these models have a long history and have been applied to address numerous issues in economics. Borrowing the words of Deardorff (1998), gravity models are simple in structure and in principle, consistent with a wide range of theoretical frameworks. Furthermore, the flexibility of the models allows for both “push” factors originating in source countries and “pull” factors arising from recipient economies to affect bilateral trade or asset flows.
Because of the attributes discussed above, gravity models have been recognized as a relatively flexible empirical approach for tackling a variety of applied policy issues. The most common application of gravity models has largely been in the area of international trade of goods. Glick and Rose (2002) and Rose (2004), for instance, apply different extensions of the gravity model to explain the movements of goods around the globe as well as the impact of trade agreements and currency unions on international flows of goods.
Because of its relative success in explaining good flows, recent applications of the models have been to the analysis of asset flows. Portes and Rey (2002, 2005) and Razin (2002) are some of the seminal papers making use of gravity models to analyze cross-border equity flows and foreign direct investment, respectively. A more recent study has also applied the gravity model to explain variations in remittance flows to developing countries around the world (Leuth and Ruiz-Arranz, 2006).
One possible shortcoming of the gravity models, however, has been their lack of theoretical foundation. Attempts have been carried out to strengthen their theoretical underpinnings. Bergstrand (1985), Feenstra, Markusen, and Rose (2001), and Anderson and van Wincoop (2003) are some of the papers that have provided theoretical frameworks to the trade applications of gravity models. Much less research, however, has been carried out in the area of international bank lending, except for Rose and Spiegel (2004). This study develops a simple theoretical model on international bank lending, and demonstrates that the pattern of borrowing favors creditors with higher bilateral trade volumes with the debtor. The study then applies the gravity model to test the theoretical findings on an annual panel data set, including bilateral trade and international bank claims from 20 creditors and 149 debtor countries from 1986 through 1999.
To strengthen the analyses behind our application of the gravity model, we borrow and extend empirically some of the key theoretical findings of Rose and Spiegel (2004). Having identified a number of factors that may explain changes in bank lending from the developed world to East Asia, we now show how a variant of the widely used gravity model of international trade can be used to explore the empirical determinants of cross-border asset flows.
This paper considers three specifications of the gravity model. The first is:
This is the basic gravity model, in which asset flows between two countries are postulated to depend positively (in normalized form) on their economic masses—as represented by gross domestic products (gdpi(j),t)—and inversely on the (great circle) geographical distance (disti,j) between their respective economic centers.4 Given the objectives of our study, we only focus on commercial bank lending from the OECD countries. Accordingly, the assetij,t variable represents an annual bank lending flow (denominated in millions of constant U.S. dollars) from the private banks in a lender country i to a borrower country j in year t.
Unlike the case of trade in goods, the distance variable in equation (1) should not necessarily be purely associated with “transportation costs.” Rather, when discussing trade in assets, one can consider the distance measure more generally as a proxy for information asymmetries and transaction costs, ase geographical separation implies barriers to closer interactions between any two countries’ economic agents, such as fewer cultural and personal exchanges and the existence of language differences. High information asymmetries would in turn reduce flows of financial assets from one country to another. On the other hand, returns on assets in the local economy are likely to be less correlated with the asset returns in distant economies. Thus, in order to diversify their portfolio investment, investors could be favorably predisposed to investing in distant economies’ assets (Portes and Rey, 2005; Aviat and Courdacier, 2007). Given these two contrasting points of views, β1 could be either positive or negative.
The country dummies in equation (1) include variables meant to account for the special status of Singapore and Hong Kong as international financial centers, and in the case of Malaysia, the imposition of capital controls in 1998, the dummy for which takes a value of 1 only after 1997. Furthermore, we identify the economies in our sample belonging to the Association of Southeast Asian Nations (ASEANs) through another binary variable because membership in ASEAN may well promote asset inflows into the region through joint governmental efforts. Since colonial history might also bias bank lending, a dummy variable for it becomes operative if a lender country i has ever colonized a borrower country j. Lastly, a full set of time dummies are added to control for the impact of common shocks across countries (for example, the state of the world economy in any given year and the Asian financial crisis of 1997 and 1998).
The second gravity model that we estimate is given by:
Equation (2) adds two more potential determinants of the annual flows of bank lending to the right-hand side variables. The tradeij,t variable represents the total bilateral trade conducted in any given year between country i and country j. To correct for market size, this variable is again normalized by the product of the two countries’ GDPs. The variable can be considered to be an important “pull” factor determining the amount of loans demanded by the trading nations of East Asia. As mentioned above, Obstfeld and Rogoff (2000) and Rose and Spiegel (2004) provide both theoretical arguments and empirical evidence to demonstrate that information gathered from goods trading should also facilitate trade in financial assets. As briefly discussed, the latter study demonstrates theoretically that an increase in the expected volume of bilateral trade with an individual country is associated with both an increase in overall borrowing and an increase in the share of overall borrowing originating in that country. If these arguments are valid, we should expect higher bilateral trade to stimulate financial inflows into the recipient countries (β2>0).
On the supply side, the CARi,t variable represents a key “push” factor affecting the ability of private banks from the developed world to extend credit to borrowers outside their borders. This variable is a weighted average of the capital adequacy ratios of the major source banks in each OECD country. As a low capital position should limit the ability of banks to increase lending on regulatory and prudential grounds, the coefficient β3 is likely to be positively signed.
After accounting for the above influences, we investigate whether financial, political, and institutional factors play additional roles in shaping cross-border bank asset flows. To this end, we augment equation (2) with ratings of financial risk, the law and order situation, and bureaucratic quality to develop a third specification:5
The first of the three new variables included in the augmented model is the relative financial risk ratings of the borrowing countries (frj,t), which range from 0 (most risky) to 50 (least risky). The overall rating takes into account five possible sources of financial risk exposure: external debt (as a share of GDP), foreign debt service (as a percentage of the exports of goods and services), the current account (as a percentage of exports), net international liquidity (months of import coverage), and exchange rate stability. Based on a naive rationale, a generalized increase in financial risk should discourage the lending activities of foreign and local banks in the domestic economy. However, as discussed earlier, the Diamond-Rajan model demonstrates that higher uncertainty can cause deposits to become extremely fragile, and hence create a role for banks with adequate capital to manage the illiquid assets and earn profits. Therefore, the sign of β4 is ambiguous in theory.
The second variable to be added is an index of law and order in a borrower economy (loj,t). This index assesses the effectiveness of indigenous legal and judicial systems, as well as the degree of adherence to the law. For East Asia in general, this index has moved very closely with the overall political stability index.6 Thus, it partly reflects the political stability of a country. The index assigns a score from 1 to 6 to each country, with a higher score indicating a stronger legal system and more effective law enforcement. Presumably, a stable law and order situation is a necessary condition for international banking activities to take place. Thus, β5 should be larger than zero.
The last explanatory variable in equation (3) is a proxy for the quality of the bureaucracy in the borrowing country (bqj,t). It takes on values between 0 and 4, with a higher number reflecting better institutional performance (logarithms are not taken due to zero scores). As explained in the literature survey, we expect the coefficient on bureaucratic quality to be positive and significant, because a more transparent and less corrupt bureaucracy in a given country tends to foster greater confidence in bank lenders and lead them to extend more credit.
Before reporting the empirical results, we present a brief description of the data and the econometric techniques used to estimate the three gravity models for asset trade. First, bilateral statistics on the annual bank lending flows of source OECD countries’ banks are taken from the Bank for International Settlements’ (BIS) International Locational Banking Statistics for the 1990–2004 period.7 The OECD banks are from Belgium, France, Italy, Japan, Netherlands, United Kingdom, and United States, whereas the recipient countries from East Asia are China, Hong Kong SAR, Indonesia, South Korea, Malaysia, Philippines, Singapore, Taiwan POC, and Thailand. The bank capital ratios for the lender countries in this sample are extracted from the Bankscope database for the same period, although there are no observations for United States and France during 1990–92 and Netherlands during 1990–94.8 Consequently, the 846 observations we have comprise an unbalanced panel. The GDP and trade time series come from the World Bank’s World Development Indicators’ database. The three institutional ratings (financial risk, law and order, and bureaucratic quality) are described in detail in the Appendix.
Table 3 provides the basic summary statistics for the dependent and independent variables. We performed the panel unit root test of Im, Pesaran, and Shin (2003) on the logarithms of the time-varying variables and found strong, although inconclusive, evidence that they are all stationary.9 This is to be expected, as the bank loan and trade variables are taken as shares in GDP while the capital ratios, financial risk rating, and the law and order and bureaucratic quality indices are all bounded within fixed ranges. Figure 6 plots normalized bank loans against geographical distance, both expressed in logarithms. The scatter graph reveals a weak negative correlation between bank claims and distance from lender to borrower, especially after the latter exceeds about 3,000 km. In contrast, the scatter plot of bank loans vs. bilateral trade volumes in Figure 7 suggests that there is a direct correlation between physical trade in goods and services and financial trade in banking assets.10
As regards econometric issues, the unit root tests imply that panel cointegration methods are not needed to obtain efficient and consistent estimates of the parameters in the gravity equations. Thus, all the specifications described in the previous section are initially estimated with panel techniques based on ordinary least squares (OLS), except that we report White’s heteroskedasticity-robust standard errors for the point estimates.11 Specifically, the presence of the time-invariant distance variable in the estimating equations naturally leads us to adopt a random effects model in which heterogeneity across country pairs is subsumed within the disturbance term (εij,t), although one could argue that the countries selected might not constitute a random sample drawn from a large population.
To check the robustness of the coefficient estimates to this assumption, we also perform a fixed effects regression by dropping the distance variable and the country and regional dummies. In effect, this method employs dummy variables for all countries, both as lenders and as borrowers, to eliminate any correlation between unobserved effects and the explanatory variables. Furthermore, in view of the fact that most economic relationships tend to persist through time and the effects of the explanatory variables in the gravity model may take more than a single period to work themselves out, we estimate a dynamic panel data model in which the first lag of bank loans is included as a predetermined variable in equation (3).12 It is well-known that when this is done, both the random and fixed effects estimators are biased, so we employ the Arellano-Bond (1991) generalized method of moments (GMMs) estimator instead. Unfortunately, this method again does not supply us with estimates of the time-invariant variables in the equation.
We estimated the three versions of our gravity model on the data described in the previous section to study the following questions:
Can geographical distances between lender and borrower countries explain the uneven distribution of bank loans to the region?
Do “push” and “pull” factors play equally important roles in stimulating bank lending?
How have financial risk, political stability, and the quality of the bureaucracy affected capital flows to individual economies?
Why did loans by Japanese banks to East Asia drop much more than loans from U.S. and U.K. banks during the financial crisis?
Why were the declines in bank credit especially large for the two largest economies in the region, Indonesia and Thailand, and for the region’s financial centers, Hong Kong and Singapore?
Why did loans to China and Taiwan POC recover so strongly after the crisis?
We report first the results of our estimates for the full sample of OECD and East Asian countries, before turning to three groups of borrower nations and selected major lenders. A range of different panel estimation procedures will be reported for the full sample. Because the full sample results are quite robust, only the findings from random effects specifications are presented for the various subgroups of the data sample. Moreover, our primary focus is on the direct impact of the factors affecting bank lending on the flow of new loans from the OECD to the East Asian countries. Given our limited number of observations and the complexity of the causal effects involved, we eschewed the estimation of simultaneous equation or structural vector autoregression models, which would shed light on any indirect effects that are present.
Table 4 presents the results of the gravity regressions for the complete data set. Altogether, seven specifications are estimated. According to the R-squared statistics, the different sets of explanatory variables explain at least half of the variation in the logarithms of normalized bank assets in all but the third specification based on fixed effects estimation. This finding is consistent with the results from the asymptotic chi-squared tests of overall statistical significance shown in the last row.
Table 4. Full Sample Estimates
Note: The dependent variable is total bank loans normalized by GDP, and all variables are in logarithms except for the bureaucratic quality index. Estimated coefficients for the country and time dummy variables are not reported. Figures in parentheses are heteroskedasticity-robust SEs (standard errors) except for the case of the chi-squared tests of the overall regression’s significance, in which they represent the marginal significance level (the F-test is reported for the fixed effects estimation). The asterisk indicates statistical significance at the 5 percent level.
As they are not of direct interest to us, we do not report the detailed coefficient estimates for the country and time dummy variables. As intuition would suggest, the coefficients for the financial center, ASEAN membership, and colonial history dummies are always positive and significant at conventional levels. Interestingly, the dummy variable for Malaysian capital controls is also found to have a significant positive sign. This finding seems to support the argument that capital controls in Malaysia have successfully shielded the economy from the volatile financial markets during the 1997 crisis and facilitated the return of a stable macroeconomic environment.13 By contrast, the time dummies are only significant in the postcrisis period and are consistently negative.
Starting from the basic gravity specification in the first column of Table 4, we see that geographical proximity apparently influenced banks’ portfolio allocation to the nine East Asian economies. A negative and significant coefficient estimate of –0.7 for the distance variable implies that financial institutions from the seven OECD economies have tended to favor lending to companies and individuals located closer to their headquarters. However, the results change drastically when the normalized trade share and bank capital ratios are added in equation (2). The R-squared statistic jumps up by 8 percent even though the gravity coefficient on distance drops to –0.5 and is statistically significant at only the 10 percent level. Instead, the improved explanatory power of this regression comes partly from the capital ratio variable, which enters with the expected positive sign and is highly significant. Although this might imply that capital adequacy rules have had an impact on the cross-border flows of bank lending, we will see later that the coefficient estimated here is fragile. It is also interesting to note that the range of our distance coefficient of 0.7 to 0.5 is very close to the range of 0.8 to 0.6 reported in Papaioannou (2004).
The effect of bilateral trade flows on bank claims is also positive and significant: the estimated coefficient is 0.45, with a robust standard error of 0.07, implying a t-statistic of over 6. This means that a 1 percent increase in trade leads to a 0.45 percent rise in bank loans on average for our sample of economies, ceteris paribus—a comparable effect to that found by Rose and Spiegel (2004) for developed and developing countries.
When the additional financial and institutional variables in specification (3) are included in the extended gravity model, the coefficients of the distance, trade, and bank capital variables in the random effects regression and their associated standard errors remain intact. In the case of the financial risk variable, our estimation results seem to support the arguments made by the Diamond-Rajan model: a rise in financial risk in East Asian borrowers, especially during the 1997 crisis, is associated with higher lending by commercial banks from the OECD countries.14 As for the quality of the bureaucracy, its positive coefficient confirms that countries with effective governments attract more bank lending. The estimated coefficient is very significant, a remarkable result given the proxy’s low variability (Table 3). The law and order variable does not appear to have influenced bank lending, at least not when the full sample of countries is considered. However, when we look at two separate groups of economies below, namely Indonesia and Thailand, and Singapore and Hong Kong SAR, we are able to shed more light on the importance of this variable.
As a check on robustness, the next column reports the results of modeling country heterogeneity as fixed effects. The point estimates of the time-varying variables from the fixed effects regression are very close to those of the random effects model, but the robust standard errors are noticeably larger. This result is still remarkable as the fixed effects estimator exploits only the variation within each country-pair panel over time and ignores cross-sectional variation, unlike the more efficient random effects estimator, which takes both into account.
In addition, the dynamic panel estimator of Arellano and Bond (1991) generates estimates that are similar to those obtained from the OLS-based methods. Most of the parameter estimates are statistically significant, with the exceptions being the coefficients for the capital ratio variable and the law and order proxy, which are close to zero. We therefore conclude that these two variables aside, the parameter estimates are robust across the different specifications and estimation methods. It is also interesting to note that the lagged dependent variable is found to be significant with an estimated coefficient of 0.62, suggesting moderate persistence in bank lending patterns. This finding confirms that past observations on the explanatory variables would indirectly influence the size of bank lending today. In particular, a deterioration in the quality of institutions in a recipient economy would have delayed effects on the volume of bank loans.
Note that specifications (2) and (3) include a measure of trade among the explanatory variables, for reasons described earlier. As trade flows could potentially be affected by financial flows, and vice versa, this may lead to simultaneity bias in the estimated coefficients due to the trade variable being correlated with the error term. Unlike Rose and Spiegel (2004) who assume trade variables to be exogenous, we gauged this potential endogeneity problem by regressing trade volumes first on geographical distance and the gravity dummies, and then adding bank claims to see whether the latter helps to explain the former. It turns out that the magnitude and significance of the distance coefficient are hardly altered when bank loans are added to the regression while the R-squared statistic rises only marginally, indicating that there is little feedback from credit lending to trade activities.
Given the rapid structural changes in the economies of East Asia, triggered partly by the 1997 financial crisis, it is arguably too simplistic to examine bank lending activities for the full sample period. The last two columns of Table 4, therefore, explore the stability of our empirical results over time. Here, we break up the sample into pre- and postfinancial crisis periods, with the former including observations up to 1998 and the latter representing observations from 1999 onwards. This is an extension of previous studies that focus only on a consolidated period. The choice to include 1998 as part of the precrisis period is dictated by the annual nature of our data and by the timing of the crisis episodes. For most of the crisis-affected economies, the year 1997 still saw positive growth rates and relatively robust macroeconomic performances. It was only in 1998 that we witnessed a severe and broad-based deterioration in economic conditions. Furthermore, some of the East Asian countries included in this study were largely unaffected by the 1997 crisis, so we opted not to exclude the years 1998 and 1999 in our final regression results reported in Table 4.
Several interesting findings emerge from this exercise. To begin, the distance variable is statistically significant during the precrisis period but becomes insignificant after that.15 This finding is consistent with the trend to decentralize the decision-making process of the lending activities of OECD banks. When the OECD banks initially established their operations in East Asia during the pre-1997 crisis period, decisions on where and how much to lend were predominantly made directly from the headquarters. During this early period, therefore, the distance factor representing information costs was an influential variable. However, a decentralization process emerged, especially since the mid-1990s, highlighted by a shift in the lending strategy from predominantly cross-border activities carried out by the main headquarters of banks to local lending managed by their branches, or their regional headquarters, in each of the borrower countries.
A number of factors contributing to the rise in the local lending by the branches or subsidiaries of the foreign banks have been well documented by early studies. One of them is lower regulatory restriction, including that on foreign ownership policy (Cerutti, Dell’Ariccia, and Martinez-Peria, 2007).16 As an integral part of their bank restructuring policies, major Southeast and East Asian economies, such as Indonesia, Thailand, and Korea, had relaxed entry regulations and allowed majority ownership by foreign investors of their domestic banks in 1998 and 1999. The commitment to meet the entry requirements to the World Trade Organization (WTO) membership has also been partly responsible for the rapid opening of the financial sector, including the banking sector, in China (Liu, 2005).
The rise in local exposure, including lending in the domestic currency, essentially reduced the weight on “distance cost” factor in explaining the lending decision of OECD banks to East Asia.17 The extent of local exposure in total bank lending by the BIS reporting banks to Asia rose from around 13 percent in December 1995 to about 30 percent in September 2001 (Lubin, 2002).18 The average share of local claims held by U.S. banks alone was over 60 percent, and as high as 70 to 80 percent in individual economies such as Hong Kong SAR, Singapore, Thailand, Malaysia, and Taiwan POC (Herrero and Martinez-Peria, 2007).
Another noteworthy finding is the reduced economic significance of the trade variable over the two subperiods (its coefficient falls from 0.54 to 0.42). Thus, international trade in goods and services seems to have played a weaker facilitating role for the asset trade after 1997. In contrast, financial risk ratings influenced international bank lending much more in the postcrisis period, as seen in the doubling of its coefficient. Surprisingly, the capital ratio estimates now turn negative for both subperiods and lose their significance. Perhaps most interesting of all, the estimated coefficients on the law and order and bureaucratic quality variables take on the correct signs and great significance in the aftermath of the Asian crisis. This means that developed country lenders have become more sensitive and attuned to noneconomic factors, namely the political, legal, and bureaucratic environments in borrower countries, since the crisis.
Geographical distance seems to have been a significant determinant of lending by the OECD banks to Indonesia and Thailand from 1990 to 1998, but not afterwards (Table 5). As explained above, the fall in the importance of distance factor is due largely to the higher share of local or regional loans and the concomitant decline in international cross-border lending to the two countries. The rise in local claims can be seen from the greater ownership of local financial assets by OECD banks. From 1994 to 1999, the proportion of total banking sector assets owned by foreign banks in Korea, Thailand, and Indonesia rose from about 4 to 7 percent (Mathieson and Roldos, 2001). As briefly discussed, the authorities in Indonesia and Thailand have moved to allow foreign banks to acquire a majority stake in the domestic commercial banks during the 1997 financial crisis. In Thailand, the government permitted foreign banks that already have a full branch or a Bangkok International Banking Facility to apply for majority ownerships of local banks. During the early stage of the bank restructuring process, the Thai authority sold major ownerships of four local private commercial banks with over 300 branches all over the country to foreign investors (Montreevat and Rajan, 2003). In 1998, Indonesia lifted restrictions on branching and sub-branching for joint venture banks and foreign branches. In 2002 and 2003, the Indonesian Bank Restructuring Agency sold majority shares of four large commercial banks that have branches in all provinces, namely Bank Niaga, Bank Central Asia, Bank Danamon, and BII to foreign investors or foreign-led consortia. Greater reliance on lending by local branches has in turn possibly cut information and transaction costs and reduced banks’ exposure to various financial risks, thus explaining the subsequent insignificance of the distance variable.
Table 5. Borrower Country Estimates
Note: All estimates are based on the random effects model. The dependent variable is total bank loans normalized by GDP, and all variables are in logarithms except for the bureaucratic quality index. Estimated coefficients for the country and time dummy variables are not reported. Figures in parentheses are heteroskedasticity-robust SEs (standard errors) except for the case of the chi-squared tests of the overall regression’s significance, in which they represent the marginal significance level. The asterisk indicates statistical significance at the 5 percent level.
The results also show that the goods trade had contributed to the boom and bust in international bank lending to Indonesia and Thailand. In the early to mid-1990s, when these countries experienced steady growth in both exports and imports, trade played a statistically significant role in attracting lending from the OECD countries. In the postcrisis period, the estimated coefficient for trade intensity remained statistically significant and even increased in size. This result seems to suggest that weak internal financing due to the severity of the 1997 financial crisis forced exporters and importers in Indonesia and Thailand to rely more on foreign banks’ trade financing facilities. However, with a more volatile and weaker performance of the external trade sectors in these two economies after 1997, softer demand for trade financing by export and import firms has aggravated the decline in overall lending by developed world banks. This finding is in line with the observation that lower bank lending to these two countries was largely the result of sharp cuts in trade credit.
Turning to the financial risk variable, we find persistent evidence that OECD banks continued to supply loans to East Asia despite a generalized increase in their risk ratings. In Thailand, for example, foreign banks engaged actively in the financing of risky property projects at the onset of the 1997 crisis (Bank of Thailand, 2001). This finding again supports the analysis in the Diamond-Rajan model. Well-established international banks from the developed world have both the funding and the skills to turn short-term volatile and illiquid assets—largely caused by the collapse of major local banks and nonbank financial institutions and the relatively slow restructuring process of the financial sector in Indonesia and Thailand—into long-term, more stable, and profitable investments.
In addition to the trade and financial risk factors, OECD lenders appear to have placed even more weight on the quality of the bureaucracy and the legal system in deciding whether to extend bank loans to Thailand and Indonesia during the postcrisis, as opposed to the precrisis, period. Consistent with a priori expectations, a deterioration in the quality of bureaucratic institutions in these economies, particularly in the case of Thailand, has depressed the lending activities of OECD banks in these economies during the post-1997 period, as indicated by a significant and positive coefficient for the bqj,t variable. Similarly, the importance of law and order in attracting international bank lending to these countries increased after 1997. During this period, both Indonesia and Thailand experienced fairly sharp declines in their law enforcement efforts, according to the loj,t variable. In Indonesia, the worsening law and order situation started very much at the early stages of the financial crisis, and only showed signs of improvement in 2004. In contrast, political stability and law and order in Thailand deteriorated further in early 2003.
As in Indonesia and Thailand, the redistribution strategy of OECD banks also helps to explain the insignificant role played by distance in the regressions for Hong Kong SAR and Singapore shown in Table 5. This result underscores their status as the financial hubs of East Asia, for it is in these two countries more than anywhere else that commercial bank loans from the OECD are to be considered as local or regional. Again not surprisingly, trade growth has been important for attracting loans from the developed world during the postcrisis period (the sum of exports and imports in Hong Kong SAR and Singapore averaged 200-300 percent of GDP for the most part of the last two decades).
We do not find financial risk to be a significant factor in explaining OECD bank lending to Hong Kong and Singapore. This is to be expected. Unlike the other countries, the Diamond-Rajan model is not applicable to Hong Kong SAR and Singapore, given their highly developed and sound financial institutions. Similarly, the strength and quality of the bureaucracies in Hong Kong SAR and Singapore have always been ranked among the best in Asia. Given the stability of the bureaucratic quality index for these countries—with a constant score of 3 during the post-1997 period—this variable does not contribute to the explanation of the observed trends in their international borrowing.
What is interesting, however, is that the enforcement of law and order, which was an insignificant factor during the precrisis period, has recently become a vital consideration for international banks in lending to Singapore and especially Hong Kong SAR. The raw data for this variable reveal that both economies moved to strengthen their legal systems in the early 1990s and achieved a maximum score for their law and order indices by around 1995. However, we find an a bating trend in the market perception of the law and order situation in Hong Kong SAR starting from 1997, the year when the ex-colony officially became the Special Administrative Region of the People’s Republic of China. This persisted until 2001, before the index improved marginally in 2002–04, although it remained below its level in 1996. Consequently, this has acted to dampen international loan activity in Hong Kong SAR.
Among the East Asian economies, only China and Taiwan POC boasted higher bank loans in 2004 compared with late 1996. As in the rest of East Asia, the annual OECD bank claims on these economies have fluctuated since early 2000. However, unlike the rest, China and Taiwan POC each experienced at least one year of a sharp upsurge in commercial bank loans. The total fresh bank claims of international banks on China in 2003, for instance, was still 30 percent less than the level in late 1997, but it grew by close to 50 percent in 2004, fuelled partly by the steady rise in foreign ownership participation in the economy (Podpiera, 2006). Taiwan POC, on the other hand, experienced a growth of 85 percent in OECD bank borrowing in 2003 alone. For China, banks from United States, United Kingdom, and Japan were largely responsible for the sharp rise in total bank claims seen in 2004. As for Taiwan POC, banks from the Netherlands also aggressively increased lending to the local economy.
One of the key drivers of the rise in the foreign ownership participation in the Chinese banking system was the inception of the country into the WTO. The liberalization of the banking sector to meet the WTO requirements began very slowly in 1996 in Shenzen, but began to spread and deepen to other parts of China since 2001. One of the most significant events since full WTO entry in late 2003 was the initiative to allow foreign banks with a renminbi license to handle businesses with local Chinese enterprises in local currency in thirteen cities that had been declared financially opened. In January 2004, four foreign banks, namely Citibank, SBC, Mizhuo bank, and Hong Kong-based Bank of East Asia, were given approval to begin such businesses (Liu, 2005).
The presence of “structural breaks” in the bank loans to these two economies has arguably contributed to the weak regression results (Figure 5 and Table 5). The joint R-squared statistics for China and Taiwan POC range between 4 to 10 percent, significantly lower than the corresponding values for the other borrower countries. The only explanatory variable with a significant coefficient estimate is the capital ratio for the postcrisis period and it carries the wrong sign. This suggests that the independent variables employed in this study are inadequate for capturing the observed movements in OECD bank claims on these two economies.
Next, we examine the factors affecting international bank lending from the perspective of the lender banks in three major economies, namely Japan, United States, and United Kingdom. As noted in the introduction to the paper, Japanese banks remained the largest source of bank loans from the developed world to East Asia. However, their total claims have fallen drastically compared with U.S. and U.K. banks in the postcrisis era. It is therefore important to understand the causes of this prolonged stagnation in Japanese lending. Specifically, the gravity model allows us to ascerta in whether it is primarily because of “push” or “pull” factors. The high R-squared statistics in Table 6, ranging from 0.82 to 0.97, underscore the strong explanatory power of our chosen set of determinants of bank lending.
Table 6. Lender Country Estimates
Note: The dependent variable is total bank loans normalized by GDP, and all variables are in logarithms except for the bureaucratic quality index. Estimated coefficients for the country and time dummy variables are not reported. Blanks represent dropped variables because of multicollinearity. Figures in parentheses are heteroskedasticity-robust SEs (standard errors) except for the case of the chi-squared tests of the overall regression’s significance, in which they represent the marginal significance level. The asterisk indicates statistical significance at the 5 percent level.
Furthermore, a number of empirical results are worth stressing. First is the role of the banks’ capital position, as proxied by the CARi,t variable. We found the postcrisis coefficient for this variable to be significant only in the cases of U.S. and the Japanese banks. Looking at the capital adequacy ratio (CAR) of the U.K. banks, the average annual level has been well above 20 percent since 1999. Thus, it is no surprise that the CAR position has not been an issue for this group of banks. In contrast, the Japanese and Italian banks had been maintaining the lowest levels of CAR among the OECD banks during the observed period. The CARs for the Japanese banks up to 1997 averaged less than 9 percent, and it went up by less than 2 percent to around 10.5 percent since 1999, still lower than the average for the overall OECD banks included in this study. Our result confirms that the relatively weaker capital position of the Japanese banks has indeed contributed to the prolonged weakening of their lending to the East Asian countries. This finding is also consistent with the Japanese banking crisis in 1998 and the introduction of legislation to restructure banks’ balance sheets, which was aggravated by a weakening yen.
Second, we find contrasting evidence on the distance variable. This factor was an insignificant determinant of the lending of U.S. banks during the precrisis period, but became an important factor since 1999. The opposite is true for the U.K. and Japanese banks. Certainly, more empirical testing should be done to look further into each lender’s case to arrive at conclusive analyses of the role of geographical distance in influencing the size of bank lending. Here, we find that two out of the three lender countries analyzed, namely United Kingdom and Japan, support the argument that there has been a shift from purely international cross-border activities to a local/regional lending strategy on the part of OECD banks.
Third, as the Diamond-Rajan model postulates, a rise in financial risk is linked with higher bank lending flows from U.S., U.K., and Japanese banks. All three groups of banks have become more sensitive to the financial risk factor in their overall lending activities to East Asian countries during the postcrisis period.
In addition, three other factors also figure prominently in explaining the pronounced differences in the post-1997 pattern of bank lending by these three groups of banks. One is the trade variable. This factor has contributed significantly to the decline in new loans from U.S., U.K., and Japanese banks to East Asian countries. The average trade/GDP ratios of Japan, United Kingdom, and United States with East Asia all declined during the post-1997 period. The trade ratios for United States and United Kingdom dropped at annual rates of 7 and 8 percent, respectively, contributing significantly to the boom and bust of their bank lending to our group of Asian economies. For Japan, however, the trade ratio weakened only mildly, averaging less than 2 percent annually from 1999 to 2004.
The results in Table 6 also suggest that banks from United States and United Kingdom placed a premium on the quality of the bureaucratic institutions in the borrower nations when extending loans since 1999. Yet, the law and order situation did not seem to be significant for the postcrisis period. For the Japanese banks, on the other hand, the efficacy of legal and judicial systems, not bureaucracy quality, appeared to be the major consideration in their lending decisions. This finding is consistent with a recent survey on Japanese firms reported in the 2005 White Paper Report on Trade and Investment of the Ministry of Economy, Trade, and Industry of Japan (METI, 2005). In that report, the enforcement of law and order was listed among the top 6 of more than 20 factors influencing investment decisions of the domestic and overseas-affiliated companies of Japanese firms in East Asia. Interestingly, the quality of the bureaucracy did not figure prominently in the investment decisions of these Japanese firms and their affiliates.
In short, the influence of institutional factors on international bank lending is evident for banks from these three OECD countries during the post-1998 period. Our findings here corroborate the borrower country results for Thailand and Indonesia presented earlier. In particular, the sharp declines in bank lending to these two countries seem to have resulted from the collapse in bank lending from United States, United Kingdom, and Japan as a consequence of heightened concerns over law and order enforcement, political stability, and bureaucratic quality.
Based on the wealth of findings and discussion presented earlier, a number of key features and determinants of OECD bank lending to East Asia should be highlighted. To start with, it is important to underline that some of our test results are time and country specific. The significance of the explanatory variables often shifts from the pre- to postcrisis period. Similarly, estimation results for explanatory variables are sensitive to different groupings of borrowers and lenders. This general conclusion reinforces the need to go beyond full sample panel analyses, and instead to focus more on narrow sets of observations, as carried out in this study.
We find the CAR to be a common important push factor affecting bank loans when the full sample is considered. However, when we look at the pre-and postcrisis periods, the coefficients became insignificant. Interestingly, this push factor is also found to be highly sensitive to the source countries of lender banks. The loans of U.S. and Japanese banks, for instance, are highly dependent on capital ratios, but this is not true for U.K. banks.
Similarly, there is a close link between trade activity and new bank lending. As for the case of the CARi,t variable, the robustness of the trade-lending nexus is source-bank and destination-country specific. If we break up the sample, the role of the trade variable diminished during the postcrisis (Table 4). However, the opposite is true when we examine different lender-and borrower-specific cases (Tables 5 and 6).
It is also clear that the institutional variables have, in general, assumed greater importance over time in explaining bank lending to East Asia from the OECD banks. Yet, we find the three major groups of lenders to be influenced by different institutional factors. The U.S. and U.K. banks are more concerned with bureaucratic quality, whereas the Japanese banks seem more sensitive to legal risk. In particular, we find lending activities in Indonesia and Thailand during the postcrisis period to have increasingly been determined by the two institutional risk factors.
Only in the case of the distance variable do we have relatively more conclusive findings demonstrating that geographical proximity played a significant role in explaining lending of the OECD banks to East Asia during the precrisis period, but not during the postcrisis. The increasingly decentralized decision-making processes of OECD banks have very likely contributed to this phenomenon. Furthermore, the results suggest that there is a decline in the importance of information costs between the two subperiods.
It is therefore safe to conclude that the characteristics and determinants of bank lending from the OECD to East Asia are predominantly lender and borrower specific. Moreover, we find shifts in the significance of the determinants during the pre-1997 crisis period and the postcrisis era, reflecting changes in the nature and business of international bank lending.
Despite record-breaking performances in their stock markets during recent years, the banking sector remains a critical part of the financial system in the nine East Asian countries studied in this paper. With most of these countries opening their capital accounts and liberalizing their banking sectors in the late 1980s, foreign banks have been an important source of financing. This paper extends early research on the factors affecting foreign lending by examining the determinants of lending by OECD banks to East Asia both before and after the Asian financial crisis.
Our study finds a number of push and pull determinants of the lending of the OECD banks to the East Asian countries. The results also suggest that political instability and weaknesses in the legal, judicial, and bureaucratic systems help explain the continued stagnation in lending after the financial crisis. Thus, institutional reforms are critical for East Asia to successfully compete for international bank financing. Lastly, our analyses have also shown that the characteristics and determinants of bank lending from the developed world to East Asia are largely lender and borrower specific. Therefore, it is essential for future research to examine lender and borrower groups individually across different periods to gain more insight into the driving forces of international banking activities and hence, policy measures that are needed to encourage and manage them.
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1 An earlier version of the database, covering 36 countries over the period 1973–96 and slightly different categories of reform was used by Abiad and Mody (2005) to investigate how political and economic factors shaped the financial liberalization process.
2 The database is available online at http://www.imf.org/external/pubs/ft/wp/2008/data/wp08266.zip.
3 On the latter, judgment needs to be exercised as some prudence is necessarily required in the granting of licenses, so whenever possible we relied on other scholars’ assessments as to whether a country’s licensing regime was excessively strict or not.
4 A raw score was first assigned to each dimension, on different scale. Next, each raw score was normalized between 0 and 3 according to a rule.
5 A recent paper by Schindler (2009) codes financial account restrictions using the IMF’s Annual Report on Exchange Rate Restrictions for a sample of 91 countries over the period 1995–2005. Other existing indices of financial account restrictions are reviewed in Schindler (2009).
6 According to García-Herrero, Gavila, and Santabarbara (2005), “Joint-stock commercial banks (JSCB) are partially owned by local governments and state owned enterprises, and sometimes by the private sector. They are generally allowed to operate at the national level. City commercial banks are not allowed to operate at the national or regional scale unlike the JSCBs, which is their major competitive disadvantage.”
7 Similar conclusions emerge if one uses changes over three-year periods.
8 Specifically, the credit control component was normalized to take values between 0 and 3.
9 Two OECD members—Korea and Mexico—are included in their regional grouping rather than in the OECD group. The income categories are based on the grouping in the World Bank’s 2002 World Development Indicators.
10 This appendix was prepared by Kruti Barucha. The coding rules used in the index follow closely those of Omori (2004), which extend the approach developed by Abiad and Mody (2005). The main departure from Omori’s coding is the introduction of a new category covering for restrictions on the quantity of credit.
11 According to Omori (2004, p. 13): “Quintyn and Taylor (2002) categorize the independence of banking supervisory agencies into four: regulatory independence, supervisory independence, institutional independence, and budgetary independence. In this dataset, independence is measured by combining institutional independence and supervisory independence. In the case of central bank independence, a legal framework of a central bank for developed countries and/or the frequency of turnover of governor of the central bank for developing countries are often used indicators. However, as discussed above, since the banking supervisory agency is not necessarily vested in the central bank, legal documents for banking supervision are less available and obtaining the information for counting the frequency of the turnover of the head of the banking supervisory agency is much more difficult. In this vein, we basically relied on experts or researchers’ evaluation in coding the independence of the banking supervisory agency. Lora (1997) also created the indicator based on subjective judgment of the quality of banking supervision.”
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1 By the definition in the World Bank’s Global Development Finance 2003, migrant remittances are made up of workers’ remittances, compensation of employees, and migrants’ transfers.
2 During the same year, remittance receipts exceeded combined public and private capital inflows in 36 developing countries and were larger than total merchandise exports in 12 others. In some countries such as Mexico, FDI receipts often fall short of remittances (World Bank, 2006a).
3 In this case, household members working abroad would increase the amounts they remit when there is a recession/crisis in the home economy so as to help compensate the decline in household income due to unemployment and wage cuts that family members may face during such episodes.
4 Sayan (2006) presented evidence showing that remittances are procyclical in some countries and listed a number of possible reasons underlying this procyclicality. Our results also confirm that cyclical characteristics of remittances may be different across countries (see Figures 1 and 2, and Table 1, which are generated using data in constant local currency units, that is, real terms).
5 In a cross-country study, Bugamelli and Paternò (2005) find that remittances, as cheap inflows of foreign currencies, might reduce the probability that foreign investors suddenly flee out of emerging and developing economies, triggering a dramatic current account adjustment.
6 Various studies (including Calvo, Izquierdo, and Mejía, 2004; Mendoza, 2002) showed that such credit crunches amplified by highly dollarized liabilities were the main driving force of the sudden stops that emerging markets like Mexico and Turkey faced during the last decade and a half. It is merely this mechanism in the model that generates sudden-stop-like crises dynamics.
7 This result mimics the findings of Mendoza (2002), who finds that imposition of borrowing constraints do not alter the long-run business cycles quantitatively, because agents engage in precautionary savings and minimize the impacts of borrowing constraints on the macroeconomy in the long run.
8 Forecast functions are a variant of impulse response functions, which are derived by setting the initial conditions of the economy to a state where the economy is prone to a sudden stop.
9 See Aguinas (2006) for an extensive review of this literature.
10 In a recent cross-country study, Bugamelli and Paternò (2005) find that as cheap inflows of foreign currencies, remittances might reduce the probability that foreign investors suddenly flee out of emerging and developing economies and trigger a dramatic current account adjustment.
11 The sharp drop in remittance receipts to Turkey during the 2001 crisis conformed to these findings (Ratha, 2003). Using a larger country sample, Sayan (2006) provided additional support to the view that nonaltruistic considerations may drive the remittance behavior, leading to procyclical remittances. These findings are in line with the intuition that Buch, Kuckulenz, and Le Manchec (2002) and Ratha (2003) previously pointed out.
12 Sayan and Tekin-Koru (2008b) offered the stagnation of Turkish migration to Germany in the 1980s after family reunifications as the most plausible explanation for the procyclicality of remittances. Turkish migrants’ ties with the family members remaining in Turkey weakened with the passage of time, they argued, causing altruism motive to lose its strength. For Mexico, on the other hand, this motive must remain strong as migration of Mexican workers to the United States continues, albeit mostly illegally.
13 Mendoza (1991) first introduced preferences with endogenous discounting to quantitative small open economy models. See Schmitt-Grohé and Uribe (2003); and Kim and Kose (2003) for alternative specifications used for this purpose.
14 This lower bound for bond holdings (or upper bound for debt level) is introduced to rule out equilibria in which the constraint is satisfied at very high levels of debt that increase cT and pN. See Mendoza (2005) for further details.
15 See Russell (1986) for a list of factors that may affect remittance flows.
16 As a matter of fact, remittance receipts of households from abroad often increase in domestic currency terms due to depreciation of local currency during recessions/crises, even if the amounts remitted stay the same in foreign currency terms. If the increase in remittance receipts in domestic currency more than compensates for the loss in household income, this may cause the labor force participation behavior of household members at home from wage earners to self-employed, as discussed by Yang (2008) within the context of the effects of the Asian crisis on the remittances from Filipino workers working abroad (see also Funkhouser, 1992).
17 Welfare calculations are performed using a compensating variation metric in consumption that equate expected lifetime utilities with and without remittance fluctuations.
18 Aiyagari (1994) shows the relationship between the catastrophic income levels and precautionary savings behavior. In his analysis, he establishes that risk averse agents have strong incentives to build up precautionary wealth to insure against the risk of state of natures in which the income stays at its lowest level forever, that is, income is at its catastrophic level. He also shows that if a structural change in the economy such as more volatile and/or more persistent income shocks reduces the catastrophic income levels, precautionary savings that agents in the economy engage in would increase (see Aiyagari (1994); Durdu (2009); and Durdu, Mendoza, and Terrones (forthcoming) for further analysis of the relationship between catastrophic income levels and precautionary savings).
19 Sudden stops are modeled using the same mechanism as in Mendoza (2002).
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1 There are numerous papers examining FDI inflows in Latin American and in transition economies, separately. For Latin American countries, see De Gregorio (1992); Trevino, Daniels, and Arbeláez (2002); and Bengoa and Sanchez-Robles (2003). For transition economies, see Bevan and Estrin (2000); Resmini (2000); and Garibaldi and others (2001).
2 Seminal papers focusing on individual regions are Abed and Davoodi (2000) and Lora (1998) for transition economies and Latin America countries, respectively.
3 For the sample period of 1989–2004, Asia received a lot of FDI but the extent of structural reforms had been comparatively limited.
4 Lora, Panizza, and Quispe-Agnoli (2003) focus on “reform fatigue” as a consequence of the disappointing effect of the reforms on growth after extensive promarket reforms in the 1990s. For example, average yearly per capita GDP growth rate was only 2.1 percent in the 1990s compared with more than 3 percent for the 1960s and 1970s.
5 This is consistent with results put forward by Gastanaga, Nugent, and Pashamova (1998); Alfaro and others (2004); and Bevan, Estrin, and Meyer (2004). Alfaro and others (2004) present cross-sectional (long-term) results, while Bevan, Estrin, and Meyer (2004) focus only on the transition economies. Our paper differs from Gastanaga, Nugent, and Pashamova (1998) in that we look at fewer reforms in fewer regions (although our samples are of approximately the same size) but we examine the effects of reform controlling for a richer set of standard determinants.
6 See Blonigen (2005) for a survey of the literature on FDI determinants.
7 Wheeler and Mody (1992) provide a comprehensive summary of the classical sources of comparative advantages.
8 Alternatively, we use the log of FDI per worker. The main reason for using FDI per worker is that, in developing countries, large informal sectors are not uncommon and they affect the official GDP figures.
9 The difference-GMM estimator utilizes lagged levels as instruments in the difference equations (Arellano and Bond, 1991), whereas the system-GMM estimator uses lagged differences as additional instruments in the level equations.
10 The hold-up problem arises when the firms’ necessary investments are relationship-specific and it is impossible ex-ante to write complete contracts covering all contingencies between the buyer and seller. In the absence of property right protection, a firm would prefer to engage in vertical integration rather than the arm’s length contracts with outside suppliers.
11 The Latin American countries in our sample are Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El Salvador, Guatemala, Honduras, Jamaica, Mexico, Nicaragua, Paraguay, Perú, Uruguay, Venezuela, and Trinidad and Tobago; the transition economies are Albania, Armenia, Azerbaijan, Belarus, Bulgaria, Croatia, Czech Republic, Estonia, Georgia, Hungary, Kazakhstan, Kyrgyz Republic, Latvia, Lithuania, Macedonia, Moldova, Poland, Romania, Russia, Slovak Republic, Slovenia, Tajikistan, Turkmenistan, Ukraine, and Uzbekistan.
12 The IMF Research Department has recently compiled the new database on structural reform indexes on domestic financial sector reform, capital account liberalization, trade reform, and product market reforms (SM/08/166). The financial liberalization variables are available online, cf. Abiad, Detragiache, and Tressel (2008), at www.imf.org/external/pubs/cat/longres.cfm?sk=22485.0.
13 Rodrik (1996) and Loayza and Soto (2004) also make this important point.
14 These two indices are also helpful in distilling different interpretations of the effects of financial reform. The underdevelopment of financial markets may encourage FDI inflows in search of monopoly power, or financial market deregulations may be taken as a credible signal of a host government committed to economic reforms (for example, multinational firms seldom depend on the host country’s financial markets to raise finance).
15 Available at http://siteresources.worldbank.org/INTRES/Resources/469232-1107449512766/FinStructure_2007.xls.
16 See Appendix I for more details.
17 We also generate a third index of financial reform measuring the level of stock-market-based financial development (as opposed to the more traditional, bank-based indicator described above). This index was constructed upon three variables: (a) the ratio of stock market capitalization to GDP, (b) the total value traded: the ratio of trades in domestic shares (on domestic exchanges) to GDP, and (c) the turnover ratio, which is the ratio of trades in domestic shares to market capitalization. As the results turn out to be similar to the ones for the first financial development index, we refrain from reporting them for the sake of space.
18 For the discussion of the various problems in measuring the restrictiveness of trade policy, see Kee, Nicita, and Olarreaga (2006). In particular, notice that our indicator does not capture nontariff barriers.
19 We expect a positive effect of trade liberalization on FDI inflows if trade and FDI are complementary (Caves, 1996; Singh and Jun, 1996) while it has a negative impact on FDI if FDI is of tariff-jumping type.
20 Available at http://rru.worldbank.org/Privatization/.
21 Available at www.cidcm.umd.edu/inscr/polity/ and www.icrgonline.com/, respectively.
22 Notice that below we do not report results on durable from Polity IV for the sake of space. We have assessed other institutional dimensions from ICRG, such as their measure of corruption, of government stability, and of political and economic risks, but for space reasons also do not discuss these results as they are similar to the ones we report.
23 It is originally called “law and order” in ICRG. The “law” subcomponent assesses the strength and impartiality of the legal system and the “order” subcomponent assesses popular observance of the law. Each subcomponent equals half of the total.
24 Gylfason and Zoega (2001) find that abundant natural resources may crowd out physical capital and inhibit economic growth. See also Robinson, Torvik, and Verdier (2002).
25 Further details on data construction, characteristics, and basic statistics, including the correlation matrix, are provided in Campos and Kinoshita (2008).
26 Resource abundance is found to be positive and significant in the GMM results in Table 2.
27 This is not necessarily the case for Latin American countries as shown in column 6. It might be the case that foreign investors are in search of monopoly power and that they do not care about the domestic market size (Detragiache, Gupta, and Tressel, 2005).
28 See Javorcik (2004); Gorodnichenko, Svejnar, and Terrell (2007); and Lin and Saggi (2007).
29 We also find no evidence of Granger-causality between our privatization index and FDI inflows (over GDP or per worker). These results are also available from the authors upon request.
30 Results are available upon request.
31 Results are available upon request.
32 Fan and others (2007) report that FDI inflows correlates with various institutional variables similar to ours—executive constraints, rule of law, and government’s good track record.
33 We used all lagged values of the explanatory variables as instruments (in level for the first difference equations and in difference for the level equation). The assumption of weak exogeneity for all variables is not rejected by the Sargan over-identification tests while the strict exogeneity of the same variables was rejected.
34 Simple Granger-causality tests show that financial reforms drive FDI inflows but not the other way around. We also performed standard IV estimation by using various de jure financial reform indexes taken from Abiad, Detragiache, and Tressel (2008) and found that bank efficiency remains significant in the second stage of the IV results. These are available from the authors upon request.
35 These results available upon request.
36 This concern is particularly relevant to our study as foreign ownership in the banking industry has skyrocketed in transition economies especially between 1998 and 2005. For example, in 1998 only five transition countries (the Baltics, Hungary, and Tajikistan) showed foreign-owned banks accounting for more than 50 percent of the banking industry. In 2005, there are only six countries for which the share of foreign-owned banks in the domestic banking industry is below 50 percent.
37 These data were drawn from BankScope.
38 Detriagiache, Gupta, and Tressel (2005) find that foreign bank entry can lead to creamskimming, undermining ability of local banks to engage profitably in soft information lending.
39 These GMM results are not reported here but are discussed at length in Campos and Kinoshita (2008).
40 Another sensitivity analysis was carried out for the infrastructure variable as one might argue that fixed telephone lines have lost their importance vis-à-vis more modern technologies. We alternatively use the number of computers per 1,000 people and the use of Internet. The main results hold. These results are available upon request.
41 Abadie and Gardeazabal (2003) investigate “what would have been per capita GDP in the Basque country without terrorism?” Abadie, Diamond, and Hainmueller (2007) present two examples: “what would have been cigarette consumption in California without Proposition 99?” and “what would have been the per capita GDP of West Germany without reunification?”
42 One can argue that the natural initial donor pool would be the whole Latin America for Argentina and all transition economies for Russia Yet restricting the donor pool in this framework is actually advisable: “researchers trying to minimize biases caused by interpolating across regions with very different characteristics may restrict the donor pool to regions with similar characteristics to the region exposed to the event or intervention of interest in contrast with more traditional regression methods, which typically rely on asymptotic limit theorems for inference, the availability of a small number of regions to construct the synthetic control does not invalidate our inferential procedures” (Abadie, Diamond, and Hainmueller, 2007, pp. 7–8)
43 The algorithm was implemented in STATA using Abadie and others’ synth routine. Our results were generated using the options that deliver the most statistically robust results albeit the two most computationally intensive methods (nested and allopt). The former employs a fully nested optimization procedure (as opposed to constrained) while the latter provides a robustness check by running the nested optimization using three different starting points.
44 The values for the variables used in the model for Russia are as follows (in parenthesis, actual value followed by estimated value for Synthetic Russia): log GDP (13.82751 and 10.01679), log GDP per capita (7.003062 and 6.649543), log inflation (6.251343 and 5.080559), log telephone lines (16.97115 and 13.63415), log fuel exports as share of total exports (3.763755 and 2.091273), financial depth (0.4734032 and 0.5841832), privatization (0.0012221 and 0.0262577), quality of bureaucracy (2 and 2.007), and rule of law (3.194444 and 4).
45 The values for the variables used in the model for Argentina are as follows (in parenthesis, actual value followed by estimated value for Synthetic Argentina): log GDP (12.71237 and 12.67407), log GDP per capita (8.880356 and 8.16927), log inflation (2.335659 and 3.747093), log telephone lines (15.23147 and 15.35517), log fuel exports as share of total exports (2.254053 and 2.221135), financial depth (0.5310238 and 0.5069918), trade liberalization (0.9463074 and 0.9381946), privatization (0.145129 and 0.0504535), quality of bureaucracy (2 and 2.198), and rule of law (3.9444 and 3.551).
46 Lora (2001) covers the Latin American countries until 2000 and the Heritage Foundation’s “Economic Freedom of the World” project covers most of the countries in our sample for years 1985, 1990, 1995, 2000, and yearly after 2000. Both data measure trade reform as a combination of average tariff levels and tariff dispersion across a large number of products and/or sectors.
* Tamim Bayoumi is a senior advisor with the IMF Strategy, Policy, and Review Department, and Andrew Swiston is an economist with the IMF Western Hemisphere Department. The authors gratefully acknowledge extremely helpful comments on this paper from two seminars at the IMF.
1 See Sack and Elsasser (2004) for an overview of the U.S. inflation-indexed market.
2 Jorion (1996) and Breedon, Henry, and Williams (1999), who examine longer maturities, find no evidence of real interest parity across the major industrial countries. Chinn and Frankel (1995) find little evidence of real interest parity for shorter maturities. Gagnon and Unferth (1995); Goodwin and Grennes (1994); and Awad and Goodwin (1998) do find some support for real interest parity for short-term interest rates. See Ferreira and León-Ledesma (2007) for recent evidence on real interest parity for both developed and emerging economies, and for additional references.
3 The yield on an inflation-indexed bond would also include a premium to compensate investors for its lower liquidity relative to a conventional bond. See Sack (2002) and Shen (2006) for estimates of the size of this liquidity premium.
4 Sweden issued its first inflation-indexed bond in March 1994.
5 Germany first issued an inflation-indexed bond in 2006. The yields are also highly correlated with French yields.
6 The only significant deviation is in the case of Canada, for which the first inflation-linked bond matures in 2021 and is used throughout the sample.
7 Analysis using earlier start dates—1998 and mid-2000—find very similar results except that, as expected, there is more evidence of inefficiencies in the U.S. inflation-indexed market (and in derived inflation expectations).
8 Correlations since mid-2000 do not show this anomaly.
9 This is true irrespective of the links across markets. For example, bond yields could be cointegrated if they react to information in a similar manner. Even so, past bond yields should not matter for current movements.
10 Note that there is a small expected change in the return due to the shift in the duration of the bond from t to t + 1, but with a 10-year bond, a change of one day makes no noticeable difference.
11 U.S. bonds are unique in that they are traded more or less continually 24 hours a day, and (in contrast to the other countries in the sample) the fix in our data set varies slightly depending on the day, varying from 3 to 7.30 pm EST.
12 Note that, since interest rates are a random walk, the presence of cointegration would not influence these results. In any case, standard tests show little evidence of cointegration.
13 We also ran rUS, p*, r*, pUS for all countries but the results were quite similar to rUS, r*, p*, pUS.
14 These results are consistent with Chinn and Frankel (2005) and Cumby and Mishkin (1986).
* Thomas Harjes is a senior economist in the IMF European Department and Luca Antonio Ricci is a deputy division chief in the IMF Research Department. The authors started this project when they were desk economists for South Africa. The authors are highly indebted to Andy Berg, Philippe Karam, and Douglas Laxton for sharing their programs and also thank Peter Gakunu, Manuela Goretti, Nikolay Gueorguiev, Alejandro Justiniano, Ondrej Kamenik, Daniel Leigh, Papa N’Diaye, Sean Nolan, Frank Schorfheide, Theo Van Rensburg, Werner Schule, and participants in the presentation at the South Africa Reserve Bank and in the IMF Small Modeling Group seminars for very helpful discussions and comments. The Bayesian estimation is programmed in Dynare, a software kindly provided by Michel Juillard and his team.
1 It is unclear, however, if and to what extent the sharp depreciation of the rand at the end of 2001 was a fully exogenous event or may have been in part due to the monetary policy stance in 2001.
2 Woodford (2003) presents comprehensive theoretical foundations for models encompassing these features.
3 It would be an interesting exercise to explore change in regime, but this is beyond the scope of the paper and is left for future work.
4 On the advantages of Bayesian methods, see Koop (2003), Lancaster (2004), and Koop, Poirier, and Tobias (2007).
5 The consumer price index employed in the paper is the measure targeted by the SARB, which excludes interest payments on mortgage loans (CPIX).
6 As the model is tailored to represent short-run dynamics and the monetary transmission mechanism, there is no explicit formalization of the supply side of the economy. Hence, the dynamics of the output gap mainly reflect movements in the demand side of the economy.
7 Some normalization is required: the interest rate term needs to be divided by 400, because the interest rates and the risk premium are measured in percent at annual rates, whereas changes in the logarithms of the exchange rate are quarterly.
8 This strictly holds if there is no interest rate smoothing.
9 A broad discussion of the methodology and related issues is offered by Geweke (1999), Schorfheide (2000), and An and Schorfeide (2007). For general references on Bayesian estimation, see Koop (2003) and Lancaster (2004). The estimation is implemented using Dynare (see http://www.cepremap.cnrs.fr/dynare/).
10 In models with fully specified preferences and technology, such as the model of Smets and Wouters (2003), a model-based output and real interest rate gap can be derived. Smets and Wouters argue that for monetary policy purposes, the appropriate estimate of potential output and the natural interest rate should only take into account the parts of the natural level of output and the interest rate that are driven by shocks arising from preferences and technologies. They derive a model-based output and real interest rate gap but show that there is considerable uncertainty around it.
11 In addition to the 12 parameters of the model, we also estimate the steady state real interest rate and the autoregressive terms for the five observable variables that are exogenous to the theoretical model (see the Appendix).
12 Smal and de Jager (2001) find a transmission lag of a monetary policy shock to inflation in South Africa of about 6–8 quarters.
13 In an empirical study for Australia, Canada, New Zealand, and the United Kingdom, Kearns and Manners (2005) find that an unanticipated tightening of 25 basis points immediately appreciates the nominal exchange rate by 0.2–0.4 percent.
14 With Dornbusch-style overshooting (δ = 1), the effects of exchange rate shocks on inflation and output would be even less persistent.
15 Woodford (2003) shows also how it would decrease with the degree of strategic complementarity of pricing decisions among producers, as more firms would tend to mimic price stickiness behavior.
16 The sacrifice ratio is about one in this model.
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1 Another common concern is the decline in tariff revenue—often a major source of revenue for developing countries. Baunsgaard and Keen (2005) find that low-income countries have mostly not been able to offset reductions in trade tax revenues by increasing their domestic tax revenues.
2 According to the World Bank’s classification (http://go.worldbank.org/K2CKM78CC0).
3 Ideally, we would like to use the weighted average tariff, but often only the simple average tariff data are available.
4 One example where this 10 percent threshold is applied is Chile. Over the period from 1999–2004, Chile’s simple average tariff rate was reduced from 10 to 5 percent, which was a cut of 50 percent. However, since the 10 percent threshold was already met at the initial tariff level, this period is not treated as a liberalization episode.
5 We made one exception for China. China’s (simple average) tariff was reduced from 39.7 percent in 1992 to 16.7 percent in 1997, and then from 15.4 percent in 2001 to 10.7 percent in 2003, and further to 9.8 percent in 2004. This is a 36 percent tariff reduction from 2001 to 2004. The classification will make the liberalization dummy zero for China for our sample period, and the analysis would miss the dramatic opening up and trade promotion that had happened during the 1990s. We, therefore, assign the liberalization dummy as one for China after 1998. Nevertheless, the regression results would be broadly similar even if we did not make such an exception.
6 Chile’s uniform tariff was raised to 20 percent in 1983, then to 35 percent in 1984. During 1985–92, the uniform tariff rate was reduced to 15 percent, while the average tariff dropped from 36 to 12 percent. Nontariff barriers were also lowered (Li, 2004).
7 We excluded former Soviet Union and former Yugoslavia countries due to substantially shorter time series.
8 Using the ratios in level yields broadly similar results.
9 Developing countries’ imports could be more inelastic if the share of imports of intermediate inputs is high.
10 The Stata program is from Roodman (2006).
11 This is for the transformed (first difference) equation. The contemporaneous first difference is used as the instrument in the levels equation.
12 We note that the fixed effects estimate of the lagged dependent variable is smaller than the GMM estimates as one would expect (Bond, 2002).
13 A very high p-value for the Hansen test, however, is often a sign of instrument proliferation weakening its ability to detect the problem.
14 Krueger (1978) suggests that there is evidence that import flows respond more rapidly than exports to trade liberalization, causing temporary trade imbalances.
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1 Lyons (2001) gives a broad treatment of these differences. In discussing inventory control, O’Hara (1995) also singles out foreign exchange dealers’ ability to lay off orders on one another.
2 For example, Stoll (1978); Amihud and Mendelson (1980); Ho and Stoll (1981, 1983); and O’Hara and Oldfield (1986).
3 For example, Kyle (1985); Glosten and Milgrom (1985); Admati and Pfleiderer (1988); and Easley and O’Hara (1987, 1992).
4 For example, Hasbrouck (1991a and b); Hasbrouck (1988); Madhavan and Smidt (1991); Madhavan and Smidt (1993); Lyons (1995); Evans and Lyons (2002); Yao (1998); Bjonnes and Rime (2000); and Ausubel and Romeu (2005).
5 More generally, see O’Hara (1995) on the empirical difficulties of predicted inventory effects.
6 A pip is the smallest price increment in a currency. The value depends on the currency pair. The data used here are dollar/deutsche mark, so a pip is DM 0.0001.
7 This amount observed concords with studies of intervention; for example. Evans and Lyons (2002) estimate 5 pips and Dominguez and Frankel (1993a) estimate 8 pips per $100 million.
8 Asymmetric information effects in equity markets are found by Froot, O’Connell, and Seasholes (2001); and Froot and Ramadorai (2001). Examples in foreign exchange markets include Evans and Lyons (2002); Froot and Ramadorai (2002); and Rime (2000). Examples in bond markets include Massa and Simonov (2003).
9 Madhavan and Sofianos (1998) find that New York Stock Exchange specialists engage in selectively trading to balance inventory.
10 An extensive description of the foreign exchange market’s institutional make-up can be found in Lyons (2001). Foreign exchange is traded bilaterally, over-the-counter, and privately, via computer emailing systems called Reuters Dealing. There are also electronic brokers similar to bulletin boards, provided by Reuters or EBS. Most large trades are done via the Reuters Dealing system, and the spread is fixed by convention.
11 One might argue that as Δτ→0, the dealer has less time to carry out planned transactions, but she can always elect to not answer the incoming calls until the part of planned transactions she wants done are satisfied. Furthermore, the increasing frequency of incoming calls and shortening of inter-transaction time would itself be a source of new information for the dealer, as suggested by Easley and O’Hara (1992). Indeed, Lyons (1995) finds evidence supporting that longer inter-transaction clock times increases the informativeness of incoming order flow, as interpreted in this study.
12 For example, the Evans and Lyons (2002) assumes that dealers submit bids simultaneously and transparently, which in equilibrium implies that prices be based on common information only. This paper avoids such restrictions because the focus is on interdealer price dynamics, but this comes at the expense of the market-wide price determination of such models.
13 The data are for the dollar/deutsche mark market from August 3–7, 1992. See Lyons (1995) for an extensive exposition of this data set. The transaction clock time measurement errors show up when the sequential order of the trades is not consistent with the clock-times, for example trade 2 cannot have occurred earlier than trade 1.
14 Lyons (1995) finds evidence that observed outgoing bilateral interdealer trades and brokered dealer trading are used to control inventory in the context of a canonical dealer-pricing model. These do not include a small amount of brokered trading (which occurs at 5 percent of the sample), which the dealer also engages in.
15 For example, Hasbrouck (1991a); and Madhavan and Smidt (1993) use the unexpected component of incoming order flow, and estimate this measure as a residual of a vector autoregression. In the case of the foreign exchange data used here, these autoregressions tend to have little explanatory power, making the residual almost identical to the incoming order flow.
16 Estimating the model with independent information coefficients on incoming order flow and gamma is possible, and support the restriction imposed here. However, under such estimations some inventory terms cannot be grouped as presented here, and collinearity prevents satisfactory estimations of the inventory effect, hence these estimable forms are not used.
17 Some measurement error in the time stamps leads to the inclusion of a dummy interacted with the absolute value of the clock time (which turns out to be insignificant).
18 Note that Romeu (2005) documents evidence of model misspecification and structural breaks present in these estimates of the canonical dealer-pricing model used here for comparison.
19 A Wald test fails to reject equality of the mean to the target with a p-value of 0.94.
20 Lyons (1996) describes this dealer as a “liquidity machine” in reference to the interdealer market.
21 For example, this pricing relationship forms the basis of Madhavan and Smidt (1991) or Lyons (1995).
22 Quoting the Wall Street Journal, August 10, 1992: “The Federal Reserve Bank of New York moved to support the U.S. currency as the dollar traded at 1.4720.” This is the most precise documentation available of the intervention start, and that price corresponds to 12:32 pm. Other times are selected because of reports of a mid-day start (hence, 12:02 pm), and at 12:26 pm the price jumps 36 pips, suggesting a possible intervention start at that point.
23 Note that this is a one-period-ahead conditional distribution, as the unconditional distribution would have a time-varying variance.
24 This assumption simply eases the exposition of the problem at hand, and keeps it in a discrete time framework. As discussed, γ has a time-varying variance. This complicates calculating the variance of the portfolio—this would involve moving the entire model to a continuous time framework. Because of the discrete-time arrival process of incoming calls, this would make for a cumbersome solution with little added payoff in relation to the problem of how dealers set prices on incoming orders. It would not, however, change the model’s conclusions regarding price setting with multiple instruments.
25 This is consistent with other inventory models and evidence from financial markets. In the alternative, it is straightforward to show that including a nonzero expectation on either of the last two terms in equation (74) leaves the pricing equation unaltered.
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1 The causal effect of the banking sector’s liquidity on economic growth has been well studied (Levine, 2005).
2 A few papers such as Jeanneau and Micu (2002), Kawai and Liu (2002), Rose and Spiegel (2004), Papaioannou (2004), and Aviat and Courdacier (2007) looked at international bank lending to emerging market economies as a whole (grouping emerging markets in East Asia with those in Latin America and Africa).
3 The OECD countries included in this study are Belgium, France, Italy, Japan, Netherlands, United Kingdom, and United States. The East Asian economies are China, Hong Kong, Indonesia, South Korea, Malaysia, Philippines, Singapore, Taiwan Province of China, and Thailand. The coverage of countries is dictated by the availability of data.
4 Interestingly, economists do not use the version of the gravity model favored by other social scientists, which involves the squared distance variable and is more faithful to its Newtonian origins.
5 All three rating indicators are drawn from the International Country Risk Guide of the PRS group (see Appendix).
6 The degree of correlation between these two variables for the whole of East Asia during the full sample period is around 0.72. For the Southeast Asian countries, the average is slightly higher; for Indonesia, it is 0.86. We opted to use the law and order index as it better explains bank lending in the regressions reported below.
7 Flows are estimated by the BIS as the exchange rate adjusted changes in total loans.
8 The weights used in the calculation of the capital adequacy ratios are the asset sizes of individual banks. The coverage of banks is constrained by what is available in the database, with the consequence that a given bank may be included in the computation in some years but not in others.
9 The evidence is unambiguous only for the financial risk, law and order, and bureaucratic quality variables. In the case of the other variables, the results depend on the lag length used in the Augmented Dickey-Fuller (ADF)-type regressions. Nonetheless, we should bear in mind the low power of unit root tests in panels with a relatively short time span. For the sake of brevity, the test results are not reported, but they will be made available upon request.
10 The scatter plots for the other explanatory variables are harder to interpret and are therefore omitted.
11 The use of normalized ratios should also mitigate the problem of heteroskedasticity.
12 A referee has brought up the point that the use of contemporaneous data on financial risk, law and order, and bureaucratic performance presumes that commercial banks knew the ratings on these variables at the time of the lending decision. But, the data we use from the International Country Risk Guide are precisely the type of information that banks rely on in practice when making loans.
13 Some research has shown that the imposition of capital controls (especially the 12-month holding period and restrictions on resident outward investment) had been effective in drastically reducing speculative pressures on the Malaysian ringgit. The measures have helped to increase the independence of monetary policy and limited the harmful effects of the 1997 crisis on domestic economic activity and the banking system (Ariyosi and others, 2000).
14 This finding is also consistent with that of Morgan, Bertrand, and Straham (2003). They reported a negative correlation between out-of-state bank share and state business volatility. Peek and Rosengreen (2000) unraveled a similar behavior for foreign banks during the Tequila crisis in Argentina, Brazil, and Mexico.
15 The time dummies were dropped from the postcrisis period as they turned out to be statistically insignificant. Given the importance of Japanese lending to East Asia, we also tried excluding Japanese bank loans from the subperiod regressions, but the results are qualitatively similar.
16 For most of the Southeast Asian economies, the initial stages of financial sector reform and the opening of the domestic economy (not only at the capital city, but also at several other large cities) to the full operations of the foreign banks took place in the early 1990s.
17 It is important to stress here that our test results suggest that indeed there is a decline in the importance of the “distance cost” factor, or the weight being placed on the distance variable in explaining lending of the OECD banks to East Asia during the postcrisis. However, this does not necessarily imply that the distance cost has actually subsided from the pre- to the postcrisis.
18 The BIS data do not discriminate between cross-border and local claims by foreign banks in bilateral lending, however. They are combined under what the BIS calls “international claims.”